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Abstract—A key aspect of the emerging Internet of Things is
resilience, as life- and mission-critical services are incorporated.
In contrast to the current emphasis on IoT network protocols and
services, in this paper we take steps towards analyzing resilience
by focusing on a smaller subset of the smart city: smart-home
network-infrastructure resilience. We present a model smart
home that we believe will be typical in the near future, and
examine its network structure and vulnerable technologies, links,
and nodes quantified as betweenness centrality. We then propose
two novel graph representations to capture the importance and
interdependence of particular technologies, such as the 802.11
core, 802.15.4/ZigBee IoT smart devices, and LTE/4G/5G access
links: the end-system technology graph and technology interdepen-
dence graph. A preliminary analysis indicates the importance of a
biconnected 802.11s mesh core and diverse Internet access paths
so that mission-critical devices and services remain operational.

Index Terms—Future Internet of Things (IoT) resilience, sur-
vivability model; wireless smart city, biconnected home network
centrality; 802.11s, 802.15.4, Zigbee, LTE / 4G / 5G heterogeneous
protocols, technology interdependence graph

I. INTRODUCTION

The initial aim of the Internet of Things (IoT) [1], [2],

[3], [4] is connecting “things” to the Internet, to control

them from anywhere, for applications such as environmen-

tal control, security and safety, and entertainment. This has

resulted in a significant market of things for business and

household customers. Utilizing things such as sensors in a

house to control resources, including water, electricity, and

natural gas, promoting safety and security, and providing

greater convenience for the residences is the idea of a smart

home and a smart building. Hence, we observe rapid growth

in the number of nodes [5] along with the diversity and

heterogeneity of the protocols and networks at the edge of

the Internet. This is due to the fact that various protocols

should be used for different purposes to fulfill smart home

requirements. The range of these protocols varies from IEEE

802.11 wireless LAN (WLAN) and 802.3 Ethernet for high bit

rates and interactive applications to 802.15.4/ZigBee [6], [7],

Bluetooth [8], and Z-wave [9], [10] for low bit rate and low

energy consumption needs. Moreover, other very-low bit-rate

and long-range protocols such as LoRaWAN [11], Sigfox [12],

[13], and NB-IoT [14] add extra heterogeneity and thus more

complexity to the edge networks.

While the current research and development focus is on

enabling and implementing IoT service functionality, our lives

are getting more dependent on the Internet and its related

infrastructures. Consequently, other networking aspects such

as resilience (including survivability, disruption tolerance, and

security [15]) should be considered. Lack of network resilience

and security may lead to life-threatening incidents in services

such as healthcare and self-driving vehicles. Unfortunately,

examples of such incidents are increasing in various domains

such as the cracking of the Nest thermostats [16] to indepen-

dent infrastructure failures [17], [18].

Many studies have been performed on the topology of the

Internet for a better understanding of its behavior in response

to various challenges. Presenting a detailed map for the

Internet is impossible due to the size, lack of information from

the Internet service providers (ISPs), and dynamic behavior.

In contrast, the study of the network in a smart home is more

tractable due to its small size. In this paper, we present a new

model for smart home resilience against targeted attacks to

facilitate later resilience analysis.

The rest of this paper is organized as follow. In Section II,

we explain some of the related work. We present our model

for a smart home in Section III. In Section IV, we provide

our new graph theoretic technology representations. Finally,

we conclude our paper in Section V.

II. BACKGROUND AND RELATED WORK

Though the IoT is evolving rapidly, to the best of our

knowledge there is no standard model to explain every aspect

of this complex ecosystem. IEEE has an active interest group

P2413, toward introducing a standard model [1]. The previous

IEEE model is only a simple abstract three-tiered model

including sensing objects at the bottom, a communication

network, and applications at the top level [19]. Other models

including ITU Y.2060 [2] focus on connecting physical entities

to logical counterparts without considering communication

networks. IoT-A [20], presents data flows in the IoT system,



while the Cisco model [5] concentrates on various entities that

process data from the physical world to the cloud.

Other specialized models concerning a single aspect of

the IoT system are available. Some of them that consider

the placement of edge computing include the OpenFog

model [21], [22] as a continuüm of computing from the

cloud to things, mobile cloud computing (MCC) [23], [24],

cloudlet [25], and mobile edge computing (MEC) [26]. We

have introduced a multilevel model to present the complexity

of the IoT network suitable to study network resilience for

smart cities [27].

Other models and frameworks have been introduced to

improve the privacy and security of smart homes. One of the

frameworks presents risks associated with devices at home that

focus on human assets, security goals, and device features [28].

In another overview, security features of the common protocols

used in the smart home are reviewed [29].

EPIC [30] shifts the focus to prevent attackers from learn-

ing encrypted traffic patterns in smart homes and introduces

another framework to preserve the privacy of traffic in smart

communities.

Though security is one attribute to improve the network

resilience in the sense of self-protection [15], in this paper,

we concentrate on the network structure of smart homes to

provide dependable and resilient service.

III. SMART HOME MODEL

In this section, we present our model for a smart home

that can be used to study network resilience. First, we define

resilience as the ability of the network to provide and maintain
an acceptable level of service in the face of various faults and
challenges to the normal operation [15], [31]. Challenges are

categorized into various groups including target and scope [32]

such that they cover all challenges with the impact on nodes

and links of network infrastructure.

Figure 1 illustrates our abstract model of a typical smart

home. In this model, various protocols are employed to

fulfill the requirement of different services from interactive

applications with high bit rate and low delay such as video

streaming, to low bit-rate sensors such as ambient light and

thermal sensors. The conventional wireless protocols running

in a smart home are IEEE 802.11, IEEE 802.15.4/ZigBee,

Bluetooth, as well as new protocols such as Z-Wave and

LoRaWAN. The topology of these protocols varies from a

star as the dominant model to mesh. Though mesh topologies

extend the network coverage and path diversity, they impose

the additional complexity of the routing protocol and com-

putational power in mobile networks, and consequently may

drain more energy in battery operated nodes.

IEEE 802.11 in infrastructure mode presents a star topology

while IEEE 802.11s [33], [34] utilizes a routing protocol at the

link layer to provide a mesh topology. IEEE 802.15.5 provides

mesh capabilities for IEEE 802.15.4. Alternatively, ZigBee

builds a mesh over 802.15.4 running its own routing protocol.

Bluetooth uses a piconet with a master/slave architecture in

a star topology. In addition, Bluetooth Low Energy is able

to construct a mesh topology. The nodes in the network are

capable of changing their roles from master to slave and vice

versa to extend the range. Z-wave also builds a mesh topology

managed by a controller with source routing.

In addition to the various topologies, many of the protocols

used at the edge network utilize their own native protocol stack

including Bluetooth, ZigBee, and Z-wave. Therefore a gateway

is required to interconnect with IP to be accessible through

the Internet. Consequently, any failure of the gateway results

in loss of accessibility of that specific network through IP.

Nevertheless, the isolated network should still be operational.

In our model, we show a gateway with the name of its native

protocol on its icon such as “Z 15.4” for 802.15.4/ZigBee.

While in the real world of smart homes, any manufacturer

may build a separate hub to manage nodes of that particular

native protocol and convert the native protocol to IP, hubs that

support multiple protocols are available.

Given our abstract model illustrated in Figure 1, we define

a graph G = (V,E) as the connectivity graph of the model,

such that vi is a device in the model with a transceiver

of a particular protocol and en is a communication link

between two adjacent nodes vi and vj . Figure 2 illustrates

the connectivity graph G associated with our model. We use

different colors for each type of link. In addition, the thickness

of edges represents the value of betweenness centrality, which

measures the importance of an edge quantified as the number

of traversing shortest paths.

Path redundancy and diversity are features that improve

network resilience [35], [36]. On the other hand, heterogeneity

provides diversity in mechanism. As observed in our model

and its corresponding graph, the heterogeneity of protocols

consists of various WAN paths providing redundancy of

Internet access and diversity of networks. In our model,

the smart home can access the Internet through one of the

conventional end-user connection methods such as DSL or

cable. In addition, cellular links can provide a second path

to the Internet through LTE/4G/5G protocols. The low-power

wide-area network (LPWAN) protocols such as LoRaWAN

and Sigfox provide another path. If each of these WAN

protocols establishes a connection to a different local ISP,

then the diversity of the providers increases the network

resilience. Consequently, any local targeted challenges such

as a cable-cut or denial of service (DoS) attacks against the

local ISP does not disrupt the other paths. This property is

expanded if the local ISPs do not share the same upstream

provider. However, one concern about the LTE/4G/5G tethered

connections through cell phones is that the links are available

only when the mobile user is at home. Therefore, we should

consider these paths temporary unless a fixed LTE/4G/5G

modem is installed. For the same reason, any mission-critical

sensors such as smoke detectors and alarm systems should not

rely on such temporary links. On the other hand, the LPWAN

protocols do not have the LTE limitation as mentioned above,

since they do not depend on a user being physically present.

Hence, such protocols may be a better candidate for low bit-

rate, mission-critical sensors.
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Fig. 1. Smart home model

As illustrated in Figure 1, the model uses several common

Internet access technologies. Other protocols may be used to

extend the smart home accessibility based on the availability

of the services. For example, IEEE 802.11ah supports a lower

bit rate but with wider coverage than other members of the

802.11 family, and it is suitable for battery-operated sensors

and meters. Another option is conventional variants of IEEE

802.11 (e.g. 11n, 11ac) if the house is located in a smart city

with city-wide wireless Internet coverage.

IV. GRAPH THEORETIC TECHNOLOGY REPRESENTATION

In this section, we present our new graph models of the

smart home that represent the network infrastructure connec-

tivity and protocol relationships. These models will enable our

future work on graph theoretic resilience analysis as in [37],

[38].
As illustrated in Figures 1 and 2, various network tech-

nologies and their corresponding protocols are represented in

the model. Therefore, we construct another graph to show the

relationship of nodes to a particular technology. In this graph,

one group of nodes represents technologies in the model, and

the other group represents end systems that use a specific type

of technology protocol. Obviously, an end system with an

interface of a particular technology has a direct connection

to the corresponding protocol technology vertex. If an end

system has more than one type of interface such as cell phones

equipped with LTE, 802.11, and Bluetooth, they have more

than one edge to the corresponding vertices. Therefore, given

our abstract model, we define each element of the incidence

matrix B with size n×t where n is the number of end systems

in the model and t is the number of technologies as follows

bij =

{
1 when node i has interface type j

0 otherwise

Figure 3 illustrates the end-system technology graph asso-

ciated with the matrix B. This graph shows how various link

technologies interconnect the devices including gateways that

support more than one protocol stack. The thickness of the

edges, drawn and calculated by Cytoscape [39], represents the

value of edge betweenness centrality. As expected, gateways,

the access point connected to the Internet, and the cell phone

providing tethering are on the most critical paths. In other

words, any failure of these nodes has more effect on the

network connectivity.

We also calculate the one-mode projection [40] of matrix B,

using the Python NetworkX library [41], to obtain the direct

adjacencies between vertices of each technology, represented

as the technology interdependence graph shown in Figure 4.

There is a high degree centrality of 802.11 WLAN to other

technologies, since it provides the backbone of this model

smart home. Hence, if only one access point is used in the

network, its failure partitions the network. If IEEE 802.11s

is used as illustrated in Figures 1 and 2, multiple access

points construct a mesh topology. In this case, a failure of

one of the access points may cause the disconnection of
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some part of the network, but if the disconnected nodes are

in the range of another access point or are mobile nodes,

they may restore connectivity. Even if the 802.11 network

is partitioned, the isolated subnetworks of other technologies

should remain operational. However, if the isolated network

includes critical nodes such as smoke detectors, the loss

of interconnectivity may be life-threatening. Thus, resilience

requires a k-connected graph where k ≥ 2, which is not

possible in a star topology. As a result, such technologies

as Bluetooth are less resilient than technologies that support

a mesh topology. 802.11s using additional nodes increases

link redundancy and thus resilience; the trade-off between

redundancy, cost, and delay should be considered.
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Fig. 4. Technology interdependence graph

V. CONCLUSION AND FUTURE WORK

In this paper, we introduce a model for the smart home

with the typical protocols to understand the complexity of

the network due to the heterogeneity of the protocols and

consequently the diversity of the network. We introduce two

new graph representations to facilitate resilience analysis: end-
system technology and technology interdependence graphs. In

our typical example scenario, IEEE 802.11 is the dominant

protocol for the smart home core network. However, using a

single IEEE 802.11 access point in infrastructure mode results

in a network vulnerable to a single point of failure. Therefore,



if multiple access points are used with IEEE 802.11s, the

resilience of the home network is improved. The network is

then changed from a star of meshes topology to a mesh of
meshes. Furthermore, critical nodes should have two diverse

paths to access the Internet. In our future research, we plan

to study the graph of the smart home in detail to use as the

essential element of a robust smart city model. Such a study

can reveal the weaknesses and strengths of smart city networks

to improve their resilience.
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