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Abstract—Resilience is the ability of a network to provide
acceptable service in the presence of challenges to normal
operations. With increasing significance of resilience in modern
communications infrastructure and services, there is a need for
rigorous quantitative evaluation of resilience. In this paper, we
present a framework to quantify resilience between any two
layers in the network stack. Resilience is quantified as a function
of state transitions wherein states are defined as aggregation
of points in the two orthogonal dimensions of operational and
service state. This approach is applied to the case of mobile ad hoc
networks in order to determine the resilience of various levels
to the perturbations in the normal operations of the network.
Simulation results show that this framework provides a tractable
approach and abstraction to quantify multilevel resilience.

I. INTRODUCTION

The significance of resilient communication networks in

modern society is well established, wherein resilience is de-

fined as the ability of the network to provide and maintain an
acceptable level of service in the face of various faults and
challenges to normal operation [1] and includes survivability,

dependability, and performability1. Resilience and survivabil-

ity [2], [3] mechanisms in current networks are limited and

domain specific. Subsequently, the evaluation methods are

either qualitative assessments or context-specific metrics. Due

to this lack of consistency in evaluating network resilience,

it is difficult to guarantee that the networks being designed

and developed would satisfy the requirements of both the end

users and their applications [4]. Without standard metrics to

measure the relative effectiveness of resilience mechanisms, it

is difficult to identify potential solutions that lead to resilient

networks. While it is clear that a number of new and innovative

solutions are needed to provide network resilience, a key

problem is how to measure and specify resilience. We need

a methodology to measure the resilience (or lack thereof)

of current and proposed networks and evaluate the benefit
of particular architectures, designs, and mechanisms. This

methodology needs to be both rigorous in capturing service

parameters and operational metrics, as well as tractable so

that it is useful in practice. The challenge is to bring order to

a fundamentally complex problem; we do not underestimate

the difficulty in this task and note that the QoS (quality of

1Please refer to [1] for formal definitions and relationship between re-
silience and survivability, dependability, and performability omitted here due
to space constraints.

service) community has struggled with a related problem for

some years. An important aspect is to produce abstractions

that provide useful insight even if not completely representing

the problem. The development of resilience measures is further

complicated by the heterogeneity of communication networks.

In other words, a resilience scheme that applies well to a

specific network scenario may not work as well on a different

network scenario. A recent survey on resilience differentiation

frameworks [5] specifically points to this lack of unified

strategy to deal with resilience issues at different level of the

Internet - from core to the access networks.

Furthermore, the resilience strategy must be multilevel be-

cause it is necessary to improve the resilience of a communi-

cation network at each layer in the protocol stack. Hence, in

this paper we propose a new multilevel framework to measure
and analyze network resilience at a given layer boundary. Re-

silience is effectively quantified as robustness, which measures

service degradation in the presence of challenges (perturba-

tions) to the operational state of the network. In order to

demonstrate the applicability of the proposed framework, we

analyze the resilience of typical MANETs (wireless mobile

ad hoc networks). MANETs present an interesting case for

resilience analysis. MANETs are inherently challenged due

their mobile wireless environment and are therefore prone to

service failures. They are the target of several mechanisms

whose objective is to enhance the survivability. In this pa-

per, we apply the framework to simulation-based studies of

MANETs to evaluate their resilience in the presence of various

challenges to normal operations.

The rest of the paper is organised as follows: Section II dis-

cusses related work followed by an overview of our approach

in Section III. The mathematical formulation of the metrics

state space in presented in Section IV. Section VI describes

the MANET simulation setup. The resilience of MANET

at three boundaries: topology–routing, routing–transport, and

transport–application is presented in Section VII, Section VIII,

and Section IX respectively. Lastly, the conclusions of the

paper are in Section X.

II. RELATED WORK

Traditionally, both resilience mechanisms and measures

have been domain specific as well as challenge specific.

For example, existing research on fault tolerance measures
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such as reliability and availability targets single instances of

random faults, such as topology based survivability analysis,

considering node and link failures [6], [7]. More recently,

generic survivability frameworks consider network dynamics

in addition to infrastructure failures [8]–[11]. Survivability can

be quantified based on availability and network performance

models [12], [13] using the T1A1.2 working group definition

of survivability [4], [14]. Resilience can be quantified as the

transient performance and availability measure of the network

when subjected to challenges outside of the design enve-

lope [15]. Service oriented network measures include user lost
erlangs (measuring the traffic capacity lost during an outage)

and unservability [16], [17]. Based on the common distinction

in the industry between equipment vendor, service provider,

and end user, specific metrics have been developed for each

domain. In the field of network security, the common approach

is to perform a vulnerability analysis [18]–[20] in order to

determine how a network responds to security risks. Resilience

evaluation is more difficult than evaluating networks in terms

of traditional security metrics, due to the need to evaluate the

ability of the network to continue providing an acceptable level

of service, while withstanding challenges [19], [21]. In this

paper, we quantify network resilience as a measure of service

degradation in the presence of challenges (perturbations) to

the operational state of the network.

III. OVERVIEW

In this section, we present a overview of our approach to

quantify resilience at the application layer introduced in [21]

and further described in [22]. A more detailed analysis of

resilience at multiple layers will be presented in Section V.

Our approach is a three step process. First, we represent the

operational condition of the network using metrics derived

from the fundamental characteristics of the network. These

are termed as operational metrics since they define the op-

erational state of network parameters such as link utilization.

Secondly, the level of service being provided by the network is

quantified using representative functions based on application

requirements such as goodput and delay; these are termed as

service parameters. Hence, the network can be viewed (at any

layer) as consisting of two orthogonal dimensions as shown

in Figure 1: one is the operational state of the network, which

consists of its physical infrastructure and their protocols; the

second dimension is the service being provided by the network

and its requirements.

The full representation of the network state thus requires

a knowledge of both the operational metrics and service

parameters at any given instant of time. Therefore, the third

step involves aggregating operational metrics and their corre-

sponding service parameters into discrete states that we call

network state represented by the circles in Figure 1. Due to

the time-varying nature of these metrics, especially in dynamic

networks, a continuous representation gets increasingly com-

plex with the number of such metrics. Hence, we choose a

discrete representation that scales well with the number of

metrics and service parameters.
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Fig. 1. Resilience state space

In order to quantify the resilience of the system, we formu-

late that challenges in the form of adverse events transform the

network from one state to another based on the severity of the

event. Hence, network resilience can be evaluated in terms of

the various network states that can be supported with a given

network infrastructure (e.g. technology and topology) and

their transitions under the presence of challenges. Evaluating

network resilience in this way effectively quantifies it as

a measure of service degradation in the presence of chal-

lenges (perturbations) to the operational state of the network.

Therefore, a comprehensive view of resilience requires the

knowledge of quantitative performance of the network in all

the states that it may visit under normal or adverse conditions.

In order to provide a second level of granularity, the

operational and service space of the network may be divided

into three regions each as shown in Figure 1. This purpose

of this set of coarse grained regions in which the states

reside is to simplify the resilience analysis. The network

operational space is divided into normal, partially degraded,

and severely degraded regions. Similarly, the service space is

divided into acceptable, impaired, and unacceptable regions.

While an arbitrary number of such regions is possible, one

of the primary goals of this work is to achieve tractable

yet useful solutions, and this set of nine (3 × 3) regions

provides the necessary abstraction while limiting the number

total regions. Each region may contain multiple states if the

service demands such a fine granularity. In the limiting case,

each region represents just one state.

When an adverse event degrades the operational state of the

network, the level of service being provided degrades as well

resulting in state transitions. For example, Figure 1 shows the

sample trajectory S0 → S1 that an arbitrary application may

take through the network if a malicious attack were to occur.

Resilience is then evaluated as the transition of the network

through this state space, measured as the area under the

curve obtained by plotting operational metrics versus service

parameters on a multivariate piecewise axis. For example,

when comparing two services over a given network, the service

with a smaller slope (S0 → S1) is considered more resilient

than one with a steeper slope as (S0 → S2) .
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IV. METRICS STATE SPACE

In this sections, we present the formulation of operational

and service state spaces as well as overall network state (a

refinement of [21]). Then, we discuss the impact of challenges

on network states in terms of state transitions.

A. Operational State Space

Operational metrics capture the operational state of the

network at any arbitrary service boundary. Let the system

S (network at an arbitrary level) be represented by � oper-

ational metrics, NS = {N1, . . . , N�}. Each operational metric

Ni, 1 ≤ i ≤ �, is in itself a set of m values, represent-

ing all possible settings of the particular operational metric,

Ni = {ni,1, . . . , ni,m}. For example, at the physical layer of

an ISP network, the number of link failures and link capacities

could be two operational metrics. The operational state space
of S is NS = ×iNi where × represents the cross product

operator. Therefore, the operational state space consists of all

possible combinations of the operational metrics.

We now define an operational state, N as a subset of the

complete state space NS . Therefore, N is an operational state

if N ⊆ NS . Let NS be a set of operational states, NS =
{N1, . . . ,Nk}. NS is valid if NS is a partition of NS . That is

Ni ∩ Nj = ∅,Ni,Nj ∈ NS and i �= j and ∪iNi = NS where

∪ represents the union operator. Hence, in the generic case,

an operational state is defined as a subset of NS .

Special Case : If Ni is numeric, ordered, and continuous

then it is a set of all real values bounded by [ni, ni], where ni

and ni represent the lower and upper limit of the ith operational

metric, respectively. Furthermore, the kth operational state Nk

can be defined using the same notation used to define the

complete state space instead of specifying it as a subset of

NS . Therefore, Nk = {N1k, . . . , Nik, . . . , N�k}. A member

Nik in the set Nk is in itself a set of valid values bounded

by [nik, nik], representing the lower and upper limit of the ith

operational metric. We can now define Nik ≡ {nik, . . . , nik}.

Thus Nik represents the set of ith operational metric values

that correspond to the operational state Nk. However, note

that irrespective of the way in which the individual states are

defined, an operational state Nk is always a partition of the

state space NS .

The network properties that are used in deriving operational

metrics depend upon the type of network and the specific layer

at which resilience is being categorized. Later in this paper

we will present an example of how operational metrics are

obtained for a mobile wireless ad hoc network.

B. Service State Space

We now present the service state space which is orthogonal

to the operational state space. The service parameters capture

the requirement of the service that is being provided across the

service interface. For example, the service from the transport

layer to the application layer can be quantified using end-to-

end delay in case of a voice application (in which latency

affects the quality of service of the voice chat). Let the the

system S (network at an arbitrary level) be represented by �

service parameters, PS = {P1, . . . , P�}. Each service param-

eter Pi, 1 ≤ i ≤ �, is in itself a set of m values (representing

all possible values of the particular service parameter), Pi =
{pi,1, . . . , pi,m}. For example, service parameters metrics such

as largest connected component and clustering coefficient may

be used to characterize the topology service. The service state
space of S is PS = ×iPi. Therefore, the service state space

consists of all possible combinations of the service parameters.

We now define a service state, P, as a subset of the complete

state space PS . Therefore, P is a service state if P ⊆ PS . Let

PS be a set of service states, PS = {P1, . . . ,Pk}. PS is valid

if PS is a partition of PS . That is, Pi ∩ Pj = ∅,Pi,Pj ∈ PS
and i �= j and ∪iPi = PS . In a generic case, service states

are specified as partitions of the complete service state space.

Special Case : If Pi is numeric, ordered, and continuous

then it is a set of all real values bounded by [p
i
, pi] , where p

i
and pi represent the lower and upper limit of the ith service

parameter, respectively. Furthermore, the kth service state can

be represented as Pk = {P1k, . . . , Pik, . . . , P�k}. A member

Pik in the set Pk is in itself a set of values bounded by

[p
ik
, pik], representing the lower and upper limit of the ith

service metric. We can define Pik ≡
{
p
ik
, . . . , pik

}
. Thus, Pik

represents the set ith service parameter values that correspond

to the service state Pk.

The service parameters invariably depend upon the service

and application being supported. Hence the resilience of the

network must be evaluated in terms of the particular service

metric that is critical for the application. Given this framework,

it is also possible for new and emerging application to define

new metrics.

C. Network State

As discussed earlier, in order to characterize a network at

a service boundary we need to define both operational state

and service state of the network. Hence, we define the overall

state SS of the system S , (also termed as network state) as a

tuple of operational state and service state: (N,P). Therefore

the kth network state Sk = (Nk,Pk)
This overall state of the system SS represents a mapping

between the operational state space NS and service state space

PS . Furthermore, this mapping is an onto mapping, meaning

that for every service state there is an operational state. There

are no service states without a corresponding operational state.

In other words, all service states are derived from the system.

In a deterministic system, the mapping of NS to PS is

functional, meaning that for each operational state there is

one and only one service state. However, if the system is

stochastic then this mapping is also stochastic in which one

operational state maps to multiple service states based on

the randomness in the execution of the system. In order to

eliminate the stochastic nature of the NS to PS mapping,

in our analysis, we present the NS to PS mapping, thereby

focussing on the mapping of aggregates rather than individual

operational or service states. In other words, instead of looking

at the mapping of a instantaneous value of transmit range
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(operational metric) to the largest component size (service

parameter), we focus on the mapping of normal operating

range of the transmit range (operational state) to acceptable

region of the largest connected component size (service state).

D. Projected State Space

The operational state space NS and the service state space

PS are both multivariate. Each element of the operational state

space is a set with � elements. Similarly, each element of the

service state space is also a set with � elements. In order to

visualize this state space on a two dimensional state space,

we project both the operational state space and service state

space on to one dimension. This projection is achieved via an

objective function that is applied in the both the state spaces.

This is only possible if all operational metrics Ni and service

parameters Pi are numeric and ordered.

Let N ∗
S be the projected operational state space of the

original state space NS . This is achieved via an objective

function f such that NS∗ = f(×iNi). Meaning that for each

set in the NS , we apply a objective function on its � member

elements. This objective function may be a linear combination

with normalized weights or logical functions (e.g. AND, OR).

Similarly let PS∗ be the projected service state space of

the original service state space PS . This is achieved via an

objective function f such that PS∗ = f(×iPi). Therefore, for

each set in the PS , we apply a objective function on its �
member elements. This objective function could be a linear

combination with normalized weights or logical functions.

In the case of numeric, ordered, and continuous operational

metrics and service parameters, the individual operational

Ni and service Pi states with the range of their respective

members. When these are projected over two dimension, we

represent them as N
∗
i = f(Ni) and P

∗
i = f(Pi). When states

are defined over the projected operational and service states,

we can represent these states on a piece-wise linear axis.

E. State Transitions

There are two types of network transitions: sub-state tran-

sitions and state transitions. The stimuli that triggers these

transitions include normal operational conditions such as

traffic dynamics as well as various challenges and attacks.

The sub-state transitions reflect the instantaneous changes (of

lesser magnitude) in the operational metrics with time due to

dynamic nature of the network and traffic.

Sub-state transitions aside, as long as the operational metrics

and service parameters do not violate the state boundaries,

the network remains in its current state and only sub-state

transitions are possible. However, events of large magnitude

(often due to an external challenge or attack) result in state

transitions. The range of operational metrics and service

parameters for a given state is determined by the specific

scenario. For example, a voice application may require two

states based on the service metric – end-to-end delay: one

state in which the delay is less than 200 msec and the other

state for delays greater than 200 msec. On the other hand,

data applications may require more states to differentiate the

service requirements of HTTP, P2P, and FTP traffic. Lastly,

states are not be confused with regions which are coarse

grained divisions of the state-space that allows a second layer

of granularity in the analysis. In summary, the entire state-

space is divided in to regions, each region may contain one

or more states and a state is composed of infinitely large

instantaneous sub-states. Since the sub-state transitions do

not impact the resilience evaluations directly. Hence in the

remainder of this paper we focus only on state transitions

across different regions.

V. MULTILEVEL RESILIENCE EVALUATION

In this section, we discuss the multilevel aspect of the

metrics framework. Furthermore, we use a mobile ad hoc

network (MANET) example to demonstrate how resilience

propagates across layer boundaries.

In order to optimize resilience, it should be addressed at all

levels, in the sense that each layer does the best it can, given

practical constraints. These constraints are often based on the

cost of resilience. Therefore, resilience must be analyzed at
each layer individually as well as for the network as a whole.

For this purpose, the metrics framework supports multilevel

resilience evaluation. Formally, resilience Rij is defined at

the boundary Bij between any two adjacent layers Li, Lj .

Based on the formulation of Section IV, let there be a set of k
operational metrics N = {N1, N2, . . . , Nk} that characterize

the state of the network below the boundary Bij . Similarly, let

there be a set of l service parameters P = {P1, P2, . . . , Pl}
that characterize the service from layer i to layer j. Resilience

Rij at the boundary Bij is then evaluated as the transition of

the network through this state space. The goal is to derive

the Rij as a function of N and P. In the simplest case Rij

is the area under the curve obtained by plotting P vs. N on a

multivariate piecewise axis.
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Fig. 2. Resilience across multiple levels

In the multilevel analysis, as shown in Figure 2, the service

parameters at the boundary Bij become the operation metrics

at boundary Bi+1,j+1. In other words, the service provided by
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a given layer becomes the operational state of the layer above,

which has a new set of service parameters characterizing its

service to the layer above.

VI. SIMULATION SETUP

We used the ns-3 simulator [23] for conducting the simula-

tions presented in this paper. While considering all the factors

that affect the simulations, we choose parameters such that

they cover a wide operational range from normal to severely

degraded operations in order to evaluate the resilience of

different layers in the presence of challenges. The simulation

setup consists of 25 nodes in a 1000 × 1000 meter region.

The random waypoint mobility model with zero pause times

was used. The wireless simulation uses the 802.11 PHY

module in infrastructure mode; the physical channel uses Friis

propagation model. The simulation parameters that are varied

over the course of the simulation runs include node speed,

transmission power (and hence range), and the network load.

A detailed list of simulation parameters is given in Table I.

All simulations are averaged over 10 runs and 95% confidence

intervals are shown as appropriate.

TABLE I
SIMULATION PARAMETERS

Parameter Category Value

number of nodes fixed 25
simulation region fixed 1000 × 1000 metes

transmit range variable 100 – 800 meters
node speed variable 5, 10, 20 , 50, 100

propagation mode fixed Friis propagation
PHY fixed YANS wifi Phy
MAC fixed 802.11 b

routing protocol variable DSDV, OLSR
transport protocol fixed UDP

data rate variable 0.25, 0.5, 1, 2, 4, 8, 16 Kbps
packet size fixed 1000 Bytes
application fixed CBR

traffic model fixed n(n− 1) flows = 600 flows

Figure 3 shows the metrics in the multilevel resilience

analysis of a MANET. Next, we evaluate the resilience of

the network at various level boundaries.

VII. RESILIENCE AT TOPOLOGY – ROUTING

At this boundary B3t,3r (Figure 3), we evaluate the resilience

of the the MANET topology under the presence of challenges

to its normal operations. The operational metrics to represent

the operational state of the network at this layer are node speed

and the transmission range. Secondly, the service parameters

that are relevant at this boundary are the relative size of the

largest connected component and the average link duration.

A. Variation in parameters

First, we show the variation of the first operational metric

using standard two dimensional plots. Figure 4 shows the

variation of the average link durations with transmit range

and speed. The plot shows that the average link duration is

significantly affected by both the parameters and varies over

a wide range. Since the ability of the routing protocol to find
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Fig. 3. Multilevel resilience evaluation of a MANET

paths depends on the churn in topology, this is a crucial metric

to characterize the topology service.
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Fig. 4. Variation of link durations

Figure 5 shows the variation of the relative size of the

largest connected component (LC size). As can be seen from

the plot, the LC size depends primarily on the transmit range

and does not vary much with node speed. This is because

the connectivity of the network is heavily dominated by the

transmit range especially at the higher end of the transmit

range. The 95% confidence intervals showed high confidence

in the averaged results.

B. State Space Computations

We now generate the state space representation (described

in Section IV) at this boundary. For all values of the the op-

erational metrics and service parameters, we need to calculate

the corresponding projected values, N∗ and P ∗ of the state

space region. In order to get a single N∗ or P ∗ value from

a set of operational metrics and service parameters, we define
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an objective function. The methodology used to perform these

calculations is as follows:

When operational state and service space is represented by

more than one non-independent metrics, we need to apply an

objective function to obtain the operational metrics and service

parameters. Lets say there are two operational state of the

network NS be represented by two metrics NS = {N1, N2}.

In order to project these metrics on to a two dimensional

state space, we calculate the projected state N∗
S = f(N1, N2)

Secondly, we define the boundaries for the normal, partially

degraded and severely degraded regions. When the regions are

defined this way, they are simply three states N1,N2,N3 with

their respective ranges in the projected space N∗
S .

In order to calculate the x-axis value (say, n∗) for pair

of instantaneous values of the operational metrics n1, n2, we

calculate the n∗
1 corresponding to n1 and n∗

2 corresponding to

n2 on a piecewise linear scale. So if n1 lies in the range of the

range of the ith regions, then n∗
1 = n1

n1i−n1i
. Once we calculate

n∗
1 and n∗

2 independently, we apply an objective function such

that n∗ = αn∗
1 + (1− α)n∗

2. The value of α is determined by

the service specification from the layer above. Furthermore, the

framework also supports logical objective functions of AND
and OR. These are treated as the special cases and the program

written to compute states supports this mode via special flags.

The same procedure is repeated for deriving the p∗ value from

a set of selected service parameters and the region boundaries.

The objective function used is either logical (AND, OR) or a

linear function: p∗ = βp∗1 + (1− β)p∗2
Figures 6 and 7 shows the state space transitions for varying

values of α and β. In these figures, the keyword max is used

to indicate the logical AND condition. These plots show that

the MANET provides an acceptable topology as long as the

operational metrics at the level, transmit range and node speed

remain normal. However, as the operations degrade, the service

degrades in a near linear fashion. The slope of this resilience

curve depends on the objective function chosen. In the next

section, we evaluate the impact of this objective function and

if an upper and lower limit on the resilience can be found.
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VIII. RESILIENCE AT ROUTING – TRANSPORT

Next, we move one level up from the topology-routing

boundary B3t,3r to the routing-transport boundary B3r,4 as

illustrated in Figure 3. Here we evaluate the resilience of

routing protocols (e.g. OLSR, DSDV). We define the ser-

vice at this boundary as the ability to provide reachable

paths to the transport layer in the presence of disruptions

or perturbations to the underlying topology. Therefore, we

characterize this service using one parameter: path availability,

which is defined as percentage of time the network is able

to find valid path between a pair of nodes, averaged over

all node pairs. Therefore, P = {P1} = {path reliability}.

Secondly, the operational metrics at this level are nothing

but the service parameters from the layer below. Therefore,

N = {N1, N2} = {LC size, link durations}.

Based on the simulation states we compute the state tran-

sitions using the 3×3 regions modeled as three states each

in the operational space and service space. We conducted

simulations using two different routing protocols: OLSR and

DSDV. Figure 8 shows the state space for the OLSR and
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DSDV routing protocols when using α = β = max, meaning

that logical AND is being used to derive x values from the

two operational metrics. Comparing these two protocols, we

see that OLSR is more resilient to perturbations in the normal

operating conditions compared to DSDV. While the absolute

location of points varies with different values of α, β as shown

in Figure 9, in generally OLSR has a better resilience profile

than DSDV.
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Fig. 8. Comparing the resilience of OLSR and DSDV with α =max
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Fig. 9. Comparing the resilience of OLSR and DSDV with α = 0.35

A. Impact of Objective Function Parameters

In order to determine the impact of the objective function

in the analysis of the resilience, we explore the full range of

α and β in this section. Figure 10 shows the state space plot

when the value if α is varied from 0 to 1 in increments of

0.01 both for DSDV and OLSR. Note that since there is only

one service metric, β = 1 for all runs.

From this plot, we observe that if we probe the entire space

of the objective function, we get an envelope of the resilience.

In other words, we get an empirical bound on the resilience

for all values of α and β. Comparing DSDV and OLSR, we

see that the envelope of the DSDV tends to lean more towards

the impaired and unacceptable service region when compared

to OLSR.
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Fig. 10. Impact of α on routing state space

IX. RESILIENCE AT TRANSPORT – APPLICATION

Lastly, we evaluate the resilience of the MANET at the

transport-application boundary B4,7. At this boundary, we

evaluate the resilience of the transport protocol under the

presence of challenges. The service provided by the transport

protocol to the application is end-to-end data transfer in the

presence of perturbation in the paths provided by the underly-

ing transport layer. The service parameters at this level are the

packet delivery ratio (PDR) and end-to-end delay. Therefore,

P = {P1, P2} = {PDR, delay}. In addition to the the service

parameters from the layer below, the operational metrics at

this level include the relative traffic load that is dependent on

the rate of the transport protocol. Relative load in this example

is arbitrarily calculated as 1 for a sending rate of 0.54 Mb/s.

Therefore, N = {N1, N2} = {path availability, relative load}.
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Fig. 11. Transport state space: UDP resilience, run 1

Using the state computation procedure detailed in Sec-

tion VII-B, we plot the state transitions of the UDP protocol

on a 3 × 3 region for two different data sets in Figure 11.
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Looking at all the state instances, we clearly observe a

specific pattern, an envelope that characterizes the resilience

of the protocol. We observe that the service degrades almost

linearly with respect to degradations in the operational state.

Furthermore, the service sharply declines as the operations

become severely degraded. In summary, we illustrated how

the proposed resilience framework can be applied recursively

at different resilience boundaries in the protocol stack in order

to ascertain multi-level resilience. The assumption here is that

if we are able to quantify the resilience at any arbitrary service

boundary, we can then evaluate the impact of a potential

enhancement (e.g. additional fiber paths to improve topology

in a wireline broadband access network) at the respective level

as well as evaluating the impact at the application boundary,

which is often considered to be overall resilience.

X. CONCLUSION

This paper defines resilience at a given service boundary be-

tween two successive or arbitrary layers. We defined network

state as an aggregation of the operational and service state.

The resilience of the system is quantified as a function of state

transitions in the network state-space. At any given boundary,

the network is said to be resilient if it prevents degradation

in the operational condition from leading to degradations in

service. We presented a rigorous mathematical framework and

a tractable methodology to easily evaluate resilience. To that

end, we applied this metrics framework to MANETs in order

to evaluate the resilience to challenges at various levels. We

presented how state space computation can be performed with

the help of an objective function. The impact of the parameters

of the objective function was also explored. The resilience

analysis was conducted for 4 successive levels or 3 level

boundaries: topology → routing → transport → application.

We quantified the resilience of the topology and compared the

OLSR and DSDV in terms of their ability to survive perturba-

tions in the topology. While this is a rigorous framework, it is

an abstraction whose goal is to permit quantitative comparison

of resilience without fully expressing all the instantaneous

states of the system.
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