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Abstract

With the increasing frequency of natural disasters and intentional attacks that challenge telecommunication networks, vulner-
ability to cascading and regional-correlated challenges is escalating. Given the high complexity and large traffic load of optical
networks, these correlated challenges cause substantial damage to reliable network communication. In this paper, we propose a
network vulnerability identification mechanism and study different vulnerability scales using real-world optical network data. We
further propose geographical diversity and incorporate it into a new graph resilience metric cTGGD (compensated Total Geograph-
ical Graph Diversity), which is capable of characterising and differentiating resiliency levels among different optical fibre networks.
It is shown to be an effective resilience level indicator under regional network challenges or attacks. We further propose two
heuristics for solving the path geodiverse problem (PGD) in which the calculation of a number of geographically separated paths
is required. Geodiverse paths can be used to circumvent physical challenges such as large-scale disasters in telecommunication
networks. We present the GeoDivRP routing protocol with two new routing heuristics implemented, which provides the end nodes
with multiple geographically diverse paths. Our protocol demonstrates better performance compared to OSPF when the network is
subject to area-based challenges. We have analysed the mechanism by which the attackers could use to maximise the attack impact
with a limited budget and demonstrate the effectiveness of restoration plans.
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1. Introduction and motivation

With the ever-increasing traffic demands for communication,
optical fibre has been widely deployed due to its high-traffic car-
rying capacity. It relies on network components such as optical
fibres, amplifiers, routers, and switches to maintain normal op-
erations. With the increasing need for high network resilience,
it is imperative to analyse and quantify the network robustness
level in the process of network design. Networks are vulnerable
to regional and correlated physical challenges including large-
scale disasters such as earthquakes or hurricanes. Large-scale
disasters can cause correlated failures within the affected area.
For example, events such as earthquakes or hurricanes can have
impact zones up to 800 km in diameter, and cable cuts poten-
tially affect large geographic areas [1]. Unlike previous ran-
dom failure analysis [2, 3], these challenges relate to the phys-
ical location of nodes and links in the network. We study the
geographic path diversity characteristics of the network graph
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to understand the vulnerability level in different physical loca-
tions. We further propose mechanisms to optimise routing per-
formance in optical-fibre networks so that they are robust to
geographically correlated failures.

We propose a vulnerability identification mechanism using a
probabilistic moving-circle challenge model [4]. Other mod-
els, such as scaling-circle and polygon challenges are simi-
larly applicable and we plan to include such analysis in our
future work. This mechanism captures the essence of physi-
cal challenges while maintaining simplicity and effectiveness.
In this paper, we apply a similar probabilistic regional attack
model [5, 6] in which network components adjacent to the at-
tack centre fail with a high probability, while those away from
the centre linearly decrease in the failure probability. We ex-
plain the mechanism in detail in Section 4.1. Based on the
identified vulnerable areas, we extend the path-diversification
metric [7] to consider the geographic separation of nodes and
links for resiliency analysis. This is an extension to our pre-
vious mechanisms [7, 8] in order to represent graph resilience
to geographically correlated failures, as opposed to only indi-
vidual node or link outages. We present our GeoPath diversity
metric: minimum distance d between any two nodes on alter-
nate paths. Based on the geodiversity of different node pairs,
we present path geodiversitification – a new mechanism (pro-
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posed in [7, 8]) to quantify the graph GeoPath diversity by se-
lecting multiple geographically diverse paths between a given
node pair using a quantified geodiversity measure to achieve
high network survivability. We then apply this mechanism in
the context of real-world optical-fibre networks to compare the
relative robustness of these topologies. This mechanism al-
lows future internetworking architectures to exploit naturally
rich physical topologies to a far greater extent than is possible
with only shortest-path routing or equal-cost load balancing.

We further propose a new distance d-separated resilient rout-
ing algorithm and incorporate it in the GeoPath Diverse Rout-
ing Protocol (GeoDivRP) that considers geographical diversity
and provides multiple geodiverse paths that can be used to cir-
cumvent regional challenges given a threat model. It fits in
the protocol stack as shown in Figure 1. Knobs K are used
by higher layers to influence the lower layer operation while
dials D are the mechanisms for lower layers to provide instru-
mentation to the layers above. The application passes a ser-
vice specification (ss) and threat model (tm) down to the trans-
port layer protocol ResTP (resilient transport protocol). ResTP
then requests GeoDivRP to calculate geodiverse paths that meet
the requirement tuple (k, d, [h, t]), where k is the total number
of geodiverse paths requested, d is the distance separation cri-
teria, [h, t] is the optional path stretch (number of additional
hops for diverse paths) and skew (delay difference across paths)
t constraint. ResTP then establishes multiple transport flows
and chooses among different reliability and error control modes
(e.g., ARQ, HARQ, FEC) to meet the application service spec-
ification while taking advantage of the multiple geodiverse path
set P = P0...Pk−1 provided by GeoDivRP. We apply our mul-
tipath algorithm in the context of several real-world service
provider networks to analyse the diversity gain and improve-
ment in packet delivery ratio.

The remainder of this paper are organised as follows. Sec-
tion 2 presents the background and related work. Section 3 pro-
vides an overview of the GeoPath diversity mechanism. Sec-
tion 4 describes our area-based challenges and introduces the
area scanning mechanism and further analyses targeted attacks
with restoration suggestions. Section 5 introduces our two
routing heuristics and the evaluation methodology. Section 6
presents the geodiverse routing algorithm, introduces our pro-
tocol implementation in ns-3, and provides routing simulation
results. Section 7 concludes the paper and suggests future work.

2. Background and related work

Network challenge analysis is an increasingly popular re-
search area with a number of works have considered only ran-
dom link and non-correlated failures [9, 10, 11]. Mechanisms
have been proposed to identify link- and PoP-disjoint paths
for the same node pair in ISP networks [12]. However, most
of these works only focus on random challenges using either
random synthetic networks or IP-layer networks. Other works
have shown that the geolocation of nodes has played a key role
in optical fibre networks. This proves that different locations
in the physical network have varying contribution to the over-
all network connectivity [13]. It has also been observed that

Figure 1: Layered block diagram of the GeoDivRP and ResTP

area-based challenges can cause a large number of failures in
a geographical region and give rise to catastrophic damage to
network communications [14]. Numerous events have demon-
strated that area-based challenges can be modeled as a circular
area with a certain challenge radius. For example, an earth-
quake or hurricane normally has a challenge radius from 0 to
500 miles [1]. There has been previous work on understanding
the geographic vulnerabilities for certain topologies that pro-
posed optimisation mechanisms to reduce the searching com-
plexity [15, 16]; based on the vulnerable areas identified, op-
timisation mechanisms have been proposed to alleviate these
impacts [17]. Another vulnerable network zone identification
mechanism [5] divides the entire network area into a number
of cells to identify the geographical distribution and size of
the vulnerable network zones. Single location physical chal-
lenge scenarios have been analysed [18, 19, 20], while physical
challenges of correlated failures and simultaneous challenges
have been discussed [21]. A random line-cut mechanism has
been used to assess the vulnerability to regional-based chal-
lenges [22]. Both correlated failures and targeted attacks with
simulation results have been modeled [4]. However, none of
those works incorporates the area-based challenge results into
the routing algorithm and guides the process of making routing
decisions.

The telecommunication network community has been study-
ing link/node-disjoint paths and previous works have presented
survivable network routing algorithms using disjoint paths over
the past decade [23, 24, 25, 26]. However, those works did not
consider the distance d-separated paths or the GeoPath diversity
problem (PGD). As area-based challenges become more impor-
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tant to analyse, an efficient algorithm is required to solve the
PGD problem. We have proposed a path diversity mechanism
for qualifying the network resilience [7, 8]. We further extended
this work to the analysis of GeoPath diversity in optical net-
work topologies and have proposed cTGGD (compensated To-
tal Geographical Graph Diversity) to characterise the GeoPath
diversity of different network topologies [14]. We have also
proposed the GeoDivRP routing protocol that takes advantage
of the GeoPath diversity in the physical network topology that
achieves survivability by providing multiple geodiverse paths
to different application scenarios [27].

The two-terminal and all-terminal reliability between two
nodes or any component of the network is the probability that
nodes remain connected after random independent links or node
failures, respectively [28]. Flow robustness [7, 8] has similar
definition and we use flow robustness as the performance metric
in this work. cTGGD considers added geodiversity from newly
calculated GeoPaths one at a time and proves to be an excel-
lent indicator for network resilience in the face of area-based
challenges, as explained in detail in the following section.

3. Path diversity overview

Most networked devices have access to multiple partial or
complete physical-layer paths between endpoints, and many of
these paths have a certain degree of diversity. However, we are
currently unable to benefit from it since design decisions in the
current Internet protocol stack assume unipath and shortest path
routing. This dramatically decreases the ability to provide re-
silience under either targeted attacks or large-scale natural dis-
asters. We can achieve improved performance and increased
resilience with multiple geodiverse paths.

This paper presents a formal definition of the GeoPath diver-
sity metric and its aggregate properties when applied to each
node pair as well as to complete network graphs. It is an ex-
tension from link/node-disjoint diversity [7, 8, 29] by consid-
ering geographical diversity between different paths. We eval-
uate GeoPath diversity based on its ability to reflect the con-
nectivity of the underlying graph, and the cost incurred in do-
ing so in terms of path stretch. For this analysis, we have se-
lected the well-connected Level 3 and Sprint physical networks,
and the less-connected Internet2 and TeliaSonera physical net-
works [30, 31].

The definitions in the following sections provide background
from our previous work on the mechanism to systematically
understand geographical diversity and area-based challenges.
We summarise the definitions in Table 1.

3.1. Alternative path mechanism
The primary concern of GeoDivRP is to select alternative dis-

tance d-separated paths to circumvent a challenged area when
we have an accurate or estimated threat model. Based on the
challenge characteristics, our protocol can quickly respond in
terms of routing and path selection. Multiple paths along with
ResTP end-to-end erasure coding can be used to significantly
improve the packet delivery probability. We use these mecha-
nisms for path selection based on GeoPath diversity:

Figure 2: Geographical diversity: distance d

• Path cache: indexed by source–destination pairs and in-
cludes the unique identifiers for each node and link tra-
versed.

• Path diversity mode: single path, k-diverse paths, or d-
separated k-geodiverse paths.

• Path selection: choose paths that meet higher layer re-
quirement and current network conditions.

• Packet forwarding: based on the source routes selected
from the path cache.

3.2. Geographical diversity

We define geographical diversity as how much two paths are
separated from each other in a geographical context. Note that
we assume straight lines for network links for the analysis in
this paper. However, when necessary, we add additional nodes
to capture the geography of highly curved links. We list two
useful definitions for the calculation of geographical diversity
as follows.

Path is defined as a vector that contains all links (edges) L and
intermediate nodes (vertices) N from a source node to a desti-
nation node

P = L ∪ N (1)

Geographical diversity D(Pa) such that D ≥ d is defined as
the minimum distance between any node members of vector Pa

and that of the shortest path. Consider Figure 2 where node 0
is the source and node 2 is the destination node. The red dotted
line shows the shortest path Ps consists of nodes 0–1–2. The
green dashed line shows path P1 and its diversity D(P1) equal
d. The blue line shows path P2 and its diversity D(P2) is d′

since the minimum distance is d′ between node 1 and node 3.
Based on the geographical diversity, we start the Effective

Geographical Path Diversity (EGPD) metric calculation by tak-
ing weighted additional diversity from added paths similar
to [8]:

EGPD = 1 − e−λksd (2)

where λ is an experimentally determined constant that scales
the impact of ksd based on the utility of this added diversity,
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Table 1: Path Diversity Metrics

Metric Acronym Definition
Flow Robustness FR # of reliable flows divided by # total flows

Effective Geographical Path Diversity EGPD weighted additional diversity from added paths
Total Geographical Graph Diversity TGGD average of EPGD for all node pairs

Compensated Total Geographical Graph Diversity cTGGD TGGD weighted by the total # links for a topology
Aggregated Remaining Flow ARF average FR after each challenge node set removed

Normalized Aggregated Remaining Flow nARF ARF normalized by total # of links
Cost Radius Relation CRR attack radius given budget and # of locations

while s is the source node and d is the destination node. ksd is
the sum of all non-zero diversity paths defined as:

ksd =

m∑
i=1

D(Pi), (3)

The range of EGPD is between [0, 1] where 0 means that
there is no diversity in the graph as there is no alternative path
connecting any pair of nodes. When EGPD approaches 1, geo-
graphical diversity increases.

Path stretch is defined as the hop counts of LPA a given path
PA divided by the hop counts LPs of the shortest path Ps

S = LPA/LPs , (4)

where we use the same definition from [29].
The Total Graph Geographical Diversity (TGGD) is simply

the average of the EPGD value of all node pairs within that
graph similar to [7, 8]. Therefore, this metric represents the
overall resilience of the network topology in face of area-based
challenges. Based on the TGGD calculated, we obtain the
cTGGD value as follows:

cTGGD = eTGGD−1 × (
‖GM‖

‖G‖
)−ρ. (5)

Here, ‖G‖ is the total number of links in topology G, and ‖GM‖

is the total number of links for the largest network topology in
consideration (in this case 488 links for AT&T). We weight the
graph diversity based on the division result of ‖G‖ and ‖GM‖.
The purpose of the weight is two fold, first is to eliminate the
penalty to a dense network for a given size of a physical region.
This is because one dense network will have less geographi-
cal diversity for one node pair within a given area as the links
are not able to be as separated geographically compared to one
sparse network. Second, it is normalized by the number of links
of the largest topology in the comparison topology group. ρ is
experimentally chosen as 0.05. By weighting the TGGD metric
by the link number of the largest topology in the set of topolo-
gies in consideration, the cTGGD metric indicates the relative
resilience level of topologies against the largest topology.

cTGGD considers added geodiversity from newly calculated
GeoPaths one at a time. Therefore, cTGGD represents the
resilience level of a certain topology against area-based chal-
lenges through the incrementally added GeoPath. We present

the metric comparison results in the next section and show
cTGGD to be one good indicator for network resilience in face
of area-based challenges. However, cTGGD has a couple of
limitations. First, the metric requires weighing by the largest
network topology in the comparison set of topologies. This
means that when the set of network topologies are different, one
given topology may not have a global unique cTGGD value.
Second, the value ρ needs to be selected experimentally. We
plan to explore these issues in future work.

4. Area-based challenges

Area-based challenges have drawn increasing attention in the
network community due to their large-scale impact and their
potential damage to optical fibre networks. In this section, we
first propose an area scanning mechanism to identify vulnera-
ble areas in a network and suggest mechanisms to prepare the
current network for those types of challenges. Furthermore, we
analyse how the network performs in the face of targeted attacks
using centrality metrics.

4.1. Area scanning mechanism

We propose an area identification mechanism to better deter-
mine the vulnerable locations in optical networks. This is one
endeavour to help optimise the design and maintenance of the
normal operation of communication networks in face of chal-
lenges. Before explaining the scanning mechanisms in detail,
we introduce the network performance metric used in this pa-
per.

4.1.1. Flow Robustness (FR)
A flow is established between each node pair using a set

of paths determined by the path geodiversification algorithm
with a specified diversity threshold. Link and node removal,
based on a fixed probability of failure, have been analysed [8].
We consider regional challenges, where one challenge removes
nodes covered in the area and links connected to the challenged
nodes. A flow is considered reliable if at least one path remains
connected during the failure. We compute flow robustness to
be the number of the reliable flows divided by the number of
total flows that exist in the network. The algorithmic complex-
ity depends on the time to find the number of components in a
given graph, which makes the complexity as O(|V | + |E|). The
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limitation of flow robustness is that it is based on connectivity
and does not take traffic into consideration. We plan to include
traffic analysis in future work.

4.1.2. Scanning mechanism
The scanning mechanism starts by embedding the topology

in the Euclidean plane based on each node’s geolocation and
operates greedily by scanning through the entire topology for
possible vulnerable areas. The unit for both of the models is
degrees in latitude and longitude. The model takes two input
values from the user: the radius of the scanning circle and the
degree that it forwards each step along the longitude scale. The
nodes that fall into the circle in the Euclidean plane at any given
step are defined as the challenged node set. Whenever an iden-
tified challenged node set has distinct node members compared
to the previous set, we record it as a possible challenge set. The
model starts from the network topology corner with the small-
est longitude and latitude values. When the challenged node
set is exhausted in the longitude level of a certain topology, the
model moves forward along the latitude scale for one step and
repeats the above process. By applying this mechanism in the
optical fibre network, we are able to identify all the different
challenge scenarios for geographically correlated challenges.
We calculate the flow robustness of the network topology af-
ter each challenge node set has been removed from the topol-
ogy. We can identify the relative contribution of the network
components in each area to the overall resilience of the whole
topology; in other words, we can identify the most vulnerable
area in the network and offer better suggestions for network de-
sign and capacity planning. Based on the flow-robustness value
for different challenge node sets, we plot different colour shades
on the map to demonstrate the relative vulnerability of different
geographical areas. This is one simple yet effective mechanism
to scan through all the distinct node sets and identify possible
vulnerable areas.

We further reduce the complexity of the mechanism by fix-
ing the centre of the challenge circles at the nodes in the topol-
ogy. This reduces the number of challenged node sets while at
the same time captures the essential aspects of the topology as
all the nodes are covered by at least one challenge circle. We
employ a probabilistic challenge model with one inner circle
and one outer one. The challenge probability of both inner and
outer circles is tunable by the user, and defines what percentage
of nodes in the circle fail. In this paper, we set the challenge
probability for the inner circle as 1.0 and that of the outer circle
as 0.5. The inner circle probability represents a deterministic
challenge scenario while the outer circle represents a simple
probabilistic challenge. Any nodes outside of the circles are
not affected. We are able to identify vulnerable locations in the
network realistically keeping the mechanism simple; this is a
simplified challenge model from [32].

By averaging the list of flow robustness results obtained from
the scanning mechanism, we can evaluate the relative resilience
of different network topologies. We define ARF (Aggregated
Remaining Flow) for a specific topology and its value is in the
range [0, 1).

Aggregated Remaining Flow is defined as the average flow
robustness after each challenged node set has been removed∑n

i=1(Ri/Ai)
n

(6)

where Ai is defined as all possible network flows within a given
topology in challenge node set i and Ri is the remaining flow
after each challenged node set i has been removed, n is the
number of challenged node sets identified in one topology. The
larger the ARF is, the more robust a certain topology is against
area-based challenges. We further propose Normalized Aggre-
gated Remaining Flow nARF as follows.

Normalized Aggregated Remaining Flow is defined as the
remaining flow robustness after a list of nodes has been chal-
lenged, normalized by the total number of links

nARF = eARF−1 × (
‖GM‖

‖G‖
)−ρ (7)

‖G‖ is the total number of links in topology G, and ‖GM‖ is
the total number of links for the largest network topology in
consideration (in this case 488 links for AT&T). The moving
challenge circle model produces a limited number of challenged
node sets by the degree difference in both longitude and latitude
in a given network topology. Since both ARF and nARF are
calculated after removing each challenged node set at a time,
they are time-bounded.

We further introduce the notion of challenge failure criteria.
When users provide a criteria value between zero and one, the
scanning mechanism returns the list of challenged node sets that
can reduce the flow robustness value below this criteria. The
challenge radius is increased by one-degree increments if none
of the challenged node sets meet the criteria. This is primarily
useful when identifying the most vulnerable area in a specified
network topology.

4.2. Scanning mechanism evaluation
As shown in Figures 3 and 4, we present the visual represen-

tation of the challenge locations plotted in the topology with
different colour shades of challenged circles for both Sprint and
Level 3 physical topologies.1 The darker the shade, the more
vulnerable the location is. The radius used in this mechanism
is five degrees with one degree per step, and we use a fixed-size
challenge circle in the scanning mechanism to find the most
vulnerable geographical area for that given size. This is a fairly
large range of challenges, and we use it here for easy visual rep-
resentation. The dark colour circle in the Chicago area causes
the flow-robustness to drop to 30%, which is the most vulnera-
ble area inside this topology. The slightly lighter colour circle in
the New York area reduces the flow-robustness to around 70%,
while the even lighter circle in the San Diego area only drops
it to around 90%. The probabilistic failing case introduced in
Section 4.1 shows similar relative vulnerability levels and is not
shown here.

1US network topologies are analysed in this paper; the same mechanisms
can be applied to non-US, regional, and global networks.
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Figure 3: Sprint network with different vulnerable areas

Figure 4: Level 3 network with different vulnerable areas

We further apply the scanning mechanisms to identify the
most vulnerable area in the network topologies, with the chal-
lenge failure criteria set as 0.5. This means that the challenge
radius increases until the flow robustness of any challenge cir-
cle drops the flow robustness below 50%. The reason we choose
0.5 as the failure criteria is because we consider it substantial
damage to network connectivity, but other thresholds can be
chosen as appropriate for a given scenario.

As we can observe from Table 2, the most vulnerable areas
to the area-based challenge are around the Virginia and Penn-
sylvania locations. This is due to the fact that if the challenges
happen in those locations, the communication for most of the
northeast US will be disconnected from the rest of the network.
For example, a challenge in the radius of four degrees can drop
the flow robustness of the AT&T network to below 50%. Al-
though challenges are rare at this large scale, we need to un-
derstand the consequences. If similar natural disasters happen
in these vulnerable locations, the damage to the telecommuni-
cation network will be catastrophic, for which corresponding
plans should be made.

We apply this mechanism to verify the path geodiversifica-
tion mechanism. We present a comparison of our graph metrics
in Table 3. As shown in this table, the difference among dif-
ferent topologies in terms of both TGGD and ARF is minimal.
This is because all the topologies are designed with nodes and
links separated, which provides survivability against area-based
challenges. Although these optical networks have achieved
similar TGGD and ARF, they have a different number of links.

This analysis has penalises against dense networks with more
links since when the geographical area is fixed, the geograph-
ical separation among links is limited. Both the cTGGD and
nARF metrics demonstrate that after normalising the metrics
based on the total number of links, we can compare the GeoPath
diversity of different physical networks. cTGGD and nARF
have shown comparable results by successfully distinguishing
different geographical diversity levels among the optical fibre
networks. The numbers in bold are the two topologies with the
largest cTGGD and nARF values. nARF has a higher com-
putational complexity since the number of different challenged
node sets is O(nm), with n as the step interval at the longitude
scale and m at the latitude scale, which makes the complexity
O(nm(|V |+|E|)). The cTGGD metric effectively indicates the re-
silience level of different topologies under regional challenges
while at the same time having a substantially lower complexity
compared to nARF.

4.3. Targeted attacks

In addition to understanding the challenges from natural dis-
asters, we further explore how targeted attacks can affect phys-
ical layer networks. In this case, the attackers determine the
exact attack location and the radius of the attack in order to do
significant damage. An example of such attacks would be an
EMP (electromagnetic pulse) weapon. From the standpoint of
the attackers, we analyse the mechanisms they could apply to
increase the damage with a given attack budget. We assume
the cost to increase the attack area is proportional to the bud-
get, which means that the radius of the attack corresponds to
the square root of the budget. We use cost c to represent the
cost to take down an area of A in the physical topologies, while
the number of attack locations l corresponds to the number of
challenges that share the total attack budget.

Cost Radius Relation is defined as the radius of each attack
location, given the attack budget (c) and the number of attack
locations (l)

r =

√
c
πl

(8)

We employ several best known centrality metrics: between-
ness, closeness, eigenvector, load, and degree centrality [33, 34]
to analyse different physical networks and provide a list of
nodes sorted according to their different centrality values from
high to low. Betweenness is defined as the number of the short-
est paths that flow through a node; it signifies a node’s impor-
tance in network communication [35]. Closeness is the inverse
of the sum of the shortest paths from a node to every other
node and indicates efficiency of a message’s diffusion in a net-
work [36]. Eigenvector centrality is a measure of the influence
of a node in a network [37] and assigns relative scores to all
nodes in the network based on the assumption that connections
to high-scoring nodes contribute more than connections to low-
scoring nodes. The load centrality of a node is the fraction of all
shortest paths that pass through that node [35]. Degree central-
ity is the number of links affiliated to a node and can be viewed
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Table 2: Physical topology vulnerable locations

Network Number of Number of Flow Challenge Challenge Challenge Number of
Nodes Links Robustness Locations Coordinates Radius Failed Nodes

AT&T 383 488 0.48 Pittsburgh, PA 40.44, -79.97 4 23
CORONET 75 99 0.44 Pittsburgh, PA 40.44, -79.98 5 11

Internet2 57 65 0.35 Nashville, TN 36.17, -86.78 6 3
Level 3 99 132 0.43 Pittsburgh, PA 40.44, -79.98 6 15

Sprint 77 114 0.45 Roanoke, VA 37.28, -79.96 5 15
TeliaSonera 18 21 0.43 Ashburn, VA 39.04, -77.48 6 6

Table 3: Network characteristics

Network TGD cTGD TGGD cTGGD ARF nARF
AT&T 0.90 0.06 0.99 0.96 0.86 0.87

CORONET 0.93 0.16 0.99 0.89 0.90 0.84
Internet2 0.88 0.26 0.94 0.81 0.88 0.80

Level 3 0.89 0.10 0.97 0.90 0.87 0.82
Sprint 0.91 0.08 0.98 0.92 0.87 0.86

TeliaSonera 0.75 0.15 0.87 0.75 0.87 0.75

as the relative importance of a node [36]. These graph central-
ity metrics have been used to study performance of networks
against targeted attacks [38, 4].

The attack starts with a challenge area defined as the Cost
Radius Relation (CRR) centered at the highest centrality node
identified from the previous step. Given the fixed budget for the
attack and assuming a certain budget defines a specific attack
area, the attack can occur in one location or multiple locations
each with a smaller attack radius. For simplicity of the analy-
sis, we assume that the area-based attacks in different locations
are divided equally in areas. For example, if the total challenge
area is ten and the number of challenge locations is two, then
each challenge location has an area of five. We present how
the number of attack locations affects the overall flow robust-
ness for the AT&T physical network in Figure 5. As the num-
ber of challenge locations increases, the flow robustness value
decreases. For example, the degree centrality attack drops the
flow robustness to below 40% when the number of locations
is 16. Furthermore, after the challenge locations increase be-
yond four, the value of flow robustness stabilises. As it would
be more complicated and costly to increase the number of at-
tack locations, we conclude that by dividing the attacks into
four locations and deploying them based on the higher degree
centrality maximises the attack damage in the AT&T network.

Figure 6 shows similar results when the attacks happen in
the Sprint physical network. Similar to the AT&T network,
degree centrality still has the greatest impact to the flow ro-
bustness. However, the significant drop in flow robustness hap-
pens around eight challenge locations. This is partly due to the
evenly distributed network nodes and links in the Sprint net-
work. However, when the number of locations increases be-
yond eight, the flow robustness drops significantly, which is
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Figure 5: AT&T optical network under regional challenges

due to the fact that after the higher centrality nodes have been
removed, the network is partitioned.

Figure 7 shows the Level 3 physical network under targeted
attacks. It shows faster and more significant damage than the
other networks. When the number of challenge locations in-
creases to eight, the flow robustness drops below 20%. This
targeted attack result demonstrates that with a certain amount
of knowledge of the network topology and expertise to anal-
yse it, attackers can cause a substantial amount of damage even
with a small budget.

4.4. Suggestion for restoration and improvement
Network recovery time can vary from a few hundred seconds

to days [39]. In this section, we analyse the effectiveness of
network restoration schemes and provide network improvement
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Figure 6: Sprint optical network under regional challenges

Figure 7: Level 3 optical network under regional challenges

suggestions. We present flow robustness results when the net-
work has restoration plans and demonstrate the improvement
for the overall network performance. This is one endeavour to
better understand the challenge characteristics and suggest net-
work design guidelines.

The result from the vulnerable area scanning mechanism
in Section 4.1 reveals vulnerable network locations and can
guide the improvement of overall network resilience. For exam-
ple, adding physical protection for existing components in the
vulnerable locations can mitigate large-scale physical attacks.
Compared to analysing the overall resilience and global optimi-
sation of networks, this is the local optimisation of the network
based on the vulnerability level of each individual area.

We present the flow robustness improvement when a certain
percentage of the challenged nodes have remained connected
due to a particular restoration or protection plan.2 The chal-
lenge locations come from the most vulnerable areas we have
identified in Table 2. Due to the size of different networks, the
number of challenged nodes in different locations varies. As
we noticed from Figure 8, by protecting three nodes, all the
physical networks increase to above 60% flow robustness. Pro-

2Note that a specific restoration plan is not studied in this work.

Figure 8: Protection plan improvement on different networks

tection can be done by shielding existing nodes or providing
hot standby nodes. The 20% flow robustness improvement is
valuable for network recovery as well as disaster recovery.

5. Routing model description

Based on the previous regional challenge analysis, we de-
sign GeoPath Resilient Link-State Routing (GeoResLSR) and
GeoPath Diverse Routing Protocol (GeoDivRP) with GeoPath
diversity taken into consideration when routing traffic and
nodes advertise their geocoordinates. Traditional routing pro-
tocols are designed to form the shortest path for each source–
destination pair in the current Internet architecture for effi-
ciency. However, this comes with the cost of not having the
option to choose alternate paths when the current path is un-
available due to challenges or attacks. Fast IP reroute [40] is
designed to protect the network from the event of a single fail-
ure, yet it lacks protection capacity for multiple simultaneous
failure events. With a realistic regional-based challenge model,
in order to quickly route around the challenged area, a new rout-
ing protocol is required to find multiple backup paths for every
node pair in the network.

We formulate the Path Geodiverse Problem (PGD) for cal-
culating k geographically separated paths and provide a two-
step algorithm for solving it. This algorithm begins with the
Suurballe’s algorithm [23, 24] in which the shortest-path al-
gorithm (SPA) is iteratively applied. After each iteration of
the SPA, the weight of the edges from the constructed path is
penalised by adding a penalty factor. Once the algorithm has
identified n paths, it selects the path with distance d-separated
by iteratively comparing the distance between each and every
node pair from all the candidate paths. Based on this algo-
rithm, we have designed the Geodiverse Resilient Link-State
Routing (GeoResLSR). This mechanism guarantees choosing
the best d-separated paths when assuming a large number of
candidate paths [27]. However, as the SPA is applied n times
for generating the candidate paths before selecting the quali-
fied ones, its time complexity is O(n|V |(|E| + |V |log|V |)) [41]
and the computation is slow. To reduce the complexity of the
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two-step algorithm, we propose two heuristics for efficiently
calculating geographically diverse paths. Specifically, we con-
sider PGD that involves obtaining a set of paths that are dis-
tance d-separated from each and every node in different dis-
joint paths (d-separation). The proposed heuristics return a set
of (S ,D) paths from the graph G = (V, E,w), where V is the
vertex set, E is the edge set, and w is the link weight set. Dijk-
stra (G, n) is the standard Dijkstra algorithm we use to provide
the shortest path. We list the graph notations used as follows:

• G(V, E,w): input graph G with a set of vertices V , a set of
edges E and weight of edges w

• S : source node.

• D: destination node.

• S n: neighbor node chosen by source node.

• Dn: neighbor node chosen by destination node.

• k: number of geodiverse path requested.

• d: distance separation between each and every node in dif-
ferent disjoint paths.

• δ: delta distance when selecting waypoint node.

Our protocol is based on Open Shortest Path
First (OSPF) [42]. It is a link-state interior gateway rout-
ing protocol that is widely used in a single autonomous system.
It has become (along with IS-IS) the de facto interior gateway
routing protocol. In OSPF, the Dijkstra algorithm is used
to calculate the shortest path between a pair of nodes based
on link-state information. Every node generates a link state
advertisement (LSA) that carries the cost of all its links and
floods throughout the network. To ensure liveness, each
node sends HELLO packets to their neighbours over the hello
interval, which is set at ten seconds by default. If a node does
not receive its neighbours’ HELLO packets after a HELLO
interval, its adjacency no longer exists and will recalculate
the shortest path. This means that if a challenge occurs, the
network needs at least a HELLO interval to detect the challenge
and to react in response.

5.1. Heuristics
In consideration of decreasing the complexity of the geo-

diverse path calculation, we propose two heuristics: iter-
ative WayPoint Shortest Path (iWPSP) and Modified Link
Weight (MLW) [27, 43]. As shown in Figure 9, for the case
when k = 3, the iWPSP first selects neighbour nodes S k1 and
Dk2 that are d distance separated from source node S and desti-
nation node D, respectively (for simplicity in this presentation
we assume that such nodes exist; otherwise, the nodes with the
greatest distance will be chosen, iterating until nodes d apart
are located). Assuming the straight line connecting S and D
is L, the iWPSP selects waypoint nodes m′ and m′′ in the op-
posite direction that are distance d + δ apart from the middle
node m in the shortest path, where the segment m′mm′′ inter-
leaves with the shortest path. Dijkstra’s algorithm is performed
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Figure 9: Iterative waypoint shortest path heuristic

for the two branches S km′ and Dkm′ . By connecting the shortest
path returned from the two branches, the heuristic obtains the
first geodiverse path P1. The same mechanism repeats for way-
point node m′′ for the second geodiverse path. The variable d
is a user-chosen parameter based on a threat model for a chal-
lenge of distance d, and δ is experimentally chosen for different
network topologies to increase the probability of the heuristic
successfully returning a d-separated path. The δ parameter is
also introduced to prevent the edges in each of the two paths
from interleaving and creating routing loops. By tweaking the
value of δ, this heuristic can select a nearby waypoint node if
the previous one fails running Dijkstra’s algorithm. The pseudo
code for the iWPSP is shown in Algorithm 1.

Our second heuristic MLW statistically modifies the link
weights and performs Dijkstra’s algorithm to calculate the geo-
diverse paths with the modified link weights in the network.
The heuristic begins by increasing, linearly or squarely, the
weight in one direction based on the perpendicular distance to
the straight line L connecting source node S and destination
node D. The weight increment ratio is inversely proportional
to the distance from L. Dijkstra’s algorithm is applied on the
graph with modified link weights. The heuristic repeats the
process for the other perpendicular direction to L. This way the
heuristic can generate two paths that are geographically sepa-
rated. If more diverse paths are required, the heuristic selects
one of the geodiverse paths established as the starting line for
modifying link weights and iteratively generates k geodiverse
paths as shown in Figure 10.

We use a 5 × 5 grid network to demonstrate the d-separation
paths calculated by the MLW. As shown in Figure 11, the MLW
calculates two paths that are separated by distance d by statisti-
cally modifying link weights. Node 21 is the source and node
3 is the destination. The d value is set at twice the length of
the edges in the grid. The iWPSP heuristic generates same re-
sults when using the heuristic mechanism shown in Figure 9
and Algorithm 1. The weight shown in different colours is used
for calculating paths in its representative colours. For exam-
ple, when the MLW is calculating the path shown in blue solid
links (the first of the two weights before the slash), the link
weight is statistically modified by decreasing towards the top
right corner of the grid network. The other path shown is the red
dashed links, corresponding to the second of the two weights af-
ter the slash. The detailed heuristic is presented in Algorithm 2.

Both of the heuristics have incorporated improvement mech-
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Functions:
Calculate k paths from S to D separated by distance d
Input:
Gi:= input graph
S := source node
D:= destination node
k:= number of requested geodiverse path
d:= separation distance between the paths
δ:= delta distance when selecting waypoint node
Output:
k number of geographically d distance separated paths
begin

segment L connecting S and D, with its middle point
m;
choose neighbor node S k, Dk that is at least d distance
from S k−1, Dk−1, respectively;
if k is odd number then

choose two nodes m1 and m2 that are separated by
d + δ on each direction of L, where m1mm2 is
perpendicular bisector of L;
P1 = SourceTreeDS ← Dijkstra(D, S );
k− = 3;

else
choose two nodes m1 and m2 that are separated by
d/2 + δ on each direction of L, where m1mm2 is
perpendicular bisector of L;
k− = 2;

end
pm1S 1 = SourceTreeS 1m1 ← Dijkstra(m1, S 1);
pm2S 2 = SourceTreeS 2m2 ← Dijkstra(m2, S 2);
pm1D1 = SourceTreeD1m1 ← Dijkstra(m1,D1);
pm2D2 = SourceTreeD2m2 ← Dijkstra(m2,D2);
while k > 0 do

segment L = newest established path;
choose one node mk that is separated by distance
d + δ from L on the farther direction from the
absolute shortest path;
pmkS k = SourceTreemkS k ← Dijkstra(mk, S k);
pmk Dk = SourceTreemk Dk ← Dijkstra(mk,Dk);
k− = 1;

end
if k is odd number then

P2 = pm1S 1 + pm1D1 ;
P3 = pm2S 2 + pm2D2 ;
...
Pk = pmk−1S k−1 + pmk−1Dk−1 ;

else
P1 = pm1S 1 + pm1D1 ;
P2 = pm2S 2 + pm2D2 ;
...
Pk = pmkS k + pmk Dk ;

end
return (P1, P2, ..., Pk)

end
Algorithm 1: Iterative waypoint shortest path heuristic

Functions:
cost(L):= cost function
Input:
Gi:= input graph
Wi:= link weights
S := source node
D:= destination node
k:= number of diverse paths requested
buffer := distance buffer to increase link weight
Output:
k number of paths that are geographically separated by
distance d
begin

straight line L connecting source S and destination D
if k is odd number then

P1 = SourceTreeDS ← Dijkstra(D, S );
modify link weight linearly or squarely on one
direction perpendicular to line L until distance d;
P2 = SourceTreeDS ← Dijkstra(D, S );
repeat the process for the other direction;
buffer = d;
k− = 3;

else
modify link weight linearly or squarely on one
direction perpendicular to line L until distance d/2;
P1 = SourceTreeDS ← Dijkstra(D, S );
repeat the process for the other direction;
buffer = d/2;
k− = 2;

end
while k > 0 do

buffer += d;
modify link weight linearly decreasing on one
direction perpendicular to line l until buffer;
links beyond distance buffer, link weight = 1;
Pk−1 = SourceTreeDS ← Dijkstra(D, S );
repeat the process in the other direction;
Pk = SourceTreeDS ← Dijkstra(D, S );
k− = 1;

end
return (P1, P2, ..., Pk)

end
Algorithm 2: Modified link weight shortest path heuristic
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Figure 10: Geodiverse paths by MLW heuristic in grid network

anisms. When the calculated paths fail to qualify the d-
separation criteria, the iWPSP will choose another waypoint
that has a slightly larger δ distance; while the MLW will in-
crease the link weight around the avoidance line. The heuristics
initialise another iteration of Dijkstra’s algorithm. The heuris-
tics fall back to the two-step algorithm if the result still does not
qualify for the d-separation criteria, which ensures that both of
the heuristics can acquire the geodiverse path while not gen-
erating the worst case complexity. Another major component
of both heuristics is loop detection. For example, the iWPSP
algorithm can create routing loops when calculating paths for
corner nodes in the topology. We use a loop detection algo-
rithm so that if a previous node from one path is identified, the
algorithm deletes that part.

Some may argue that geographical vulnerability should be
fixed at the network planning phase instead of at the routing
phase; however, this is not always the case for the following
reasons. First, network planning with over-provisioning is a
long term process; we still have to design our routing proto-
col to cope with regional challenges based on the current net-
work topology. Second, although sophisticated network plan-
ning mechanisms can help reduce the impact to network traffic
during area-based challenges, resilient routing is still needed to
get around challenged areas quickly and be adaptive to traffic
and congestion in the network.

5.2. Complexity analysis and evaluation

We analyse the complexity of the two heuristics compared to
the two-step algorithm. For simplicity, we examine the com-
plexity for obtaining two d-separated paths and assume the Fi-
bonacci heap for Dijkstra’s algorithm. The two-step algorithm
starts by calculating k edge-disjoint paths using Suurballe’s al-
gorithm, which requires k iterations of Dijkstra’s algorithm. Di-
jkstra’s algorithm can be performed in time O(m + n log n) on
a graph with n vertices and m edges. Therefore, the same time
complexity applies to each path for the Suurballe’s algorithm,
which makes its complexity O(km + kn log n). After generat-
ing k disjoint paths, the two-step algorithm demands a choice

Figure 11: Grid network routing

of paths that qualify the distance separation criteria. This pro-
cess requires n2 time, which means the total complexity for the
two-step algorithm is m + n log n + kn2, or O(kn2). The number
of edge-disjoint paths k may be large to guarantee the quality of
the paths calculated. For most application scenarios, k is cho-
sen to be 1000 [44]. Therefore, for a network with vertices less
than 1000, the complexity of the two-step algorithm goes up to
O(n3).

iWPSP has a complexity of 2c2n2 log n, where c is the av-
erage number of neighbours for vertices; the complexity for
choosing the waypoint node is O(n), where n represents the
number of nodes; and 2n log n is for Dijkstra’s algorithm to cal-
culate the two shortest paths. Therefore, the worst case scenario
is O(n2 log n). Most of the physical topologies have an average
degree below four [30]. This means that c in our complexity
analysis is a small constant. This reduces the best case time
complexity of the iWPSP to O(n log n). The complexity of the
MLW is O(2n log n), which is the complexity for invoking Di-
jkstra’s algorithm twice. The complexity for both of our heuris-
tics is much better than that of the two-step algorithm, which is
O(n3).

5.3. Path calculation validation

We use a 5 × 5 grid network to demonstrate the d-separated
paths calculated by the algorithm. As shown in Figure 11, the
algorithm demonstrates the calculation of two geographical di-
verse paths from Node 21 to Node 3. The d value is set as twice
the length of the edges in the grid.

6. Real network results

In this section, we evaluate the proposed heuristics and com-
pare their performance with the two-step algorithm [14]. We
present the geodiverse paths calculated by our heuristics us-
ing the Nobel-EU (Pan-European Reference Network) with 28
nodes and 40 links [45]. We assume a challenge along the line
from Amsterdam to Rome with a radius of 50 km. Nodes Stras-
bourg and Frankfurt are in the challenge circle. The result of the
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Figure 12: iWPSP heuristic in Nobel-EU network

Figure 13: MLW heuristic in Nobel-EU network

iWPSP is shown in Figure 12. The challenge area is shown in
the red circle. The result of the MLW is shown in Figure 13 with
its two paths. We only show the two paths from Amsterdam to
Rome. The first path shown in red dashed link is Amsterdam–
Hamburg–Berlin–Munich–Vienna–Zagreb–Rome, and the sec-
ond path shown in blue solid link is Amsterdam–Brussels–
Paris–Lyon–Rome. We present a large radius challenge case
in Figure 14.

We present the execution time of the heuristics to demon-
strate their effectiveness compared to the two-step algorithm in
the case of calculating two d-separated paths. The evaluation
is performed on a Linux machine with a 3.16 GHz Core 2 Duo
CPU with 4 GB memory. We use different dimensions of grid
networks to analyse the time complexity. The grid dimension
ranges from 3×3 to 11×11, which means the number of nodes
varies from 9 to 121. We present the time to calculate all the
node pairs in the topology. When calculating only one path-
pair that happens more often in real-world scenarios, the time is
exponentially less. As shown in Figure 15, the x-axis is a grid
dimension and the y-axis is the log-level algorithm execution
time in seconds. Both the MLW and iWPSP algorithms show a

Figure 14: MLW heuristic in Nobel-EU network with large radius
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Figure 15: Complexity analysis and comparison

better execution time compared to the two-step algorithm. For
calculating all the paths in 11 × 11 grid, MLW takes 20 s, iW-
PSP takes 65 s, while the two-step algorithm takes more than
3000 s. We can observe that iWPSP has greater execution time
compared to that of MLW. This is because of the extra time of
Dijkstra’s algorithm and selecting qualifying waypoint nodes.
However, we observe that when calculating geodiverse paths
in real-world topologies, iWPSP is more efficient in calculat-
ing the paths for the node pair around the topology boundary.
This is because by selecting waypoints based on a distance and
a delta value, iWPSP has more control over the distance sepa-
rated from the two paths. One better algorithm might be com-
bining the two heuristics in calculating one topology, and this
will be analysed in future work.

6.1. GeoDivRP routing protocol

The implementation is done using ns-3 [46], a popular net-
work simulator to analyse network protocols and network chal-
lenges. We base this protocol on the link state routing protocol
methodology. At the beginning of the simulation, by obtain-
ing node locations from the link state update messages that in-
clude node geolocation, we calculate the geodiverse paths and
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store them in the path cache server. When the simulation be-
gins, our protocol sends data traffic using the paths from the
cache. When a challenge happens in the network, our protocol
responds to the challenge faster than OSPF (Open Shortest Path
First) [42] and calculates the paths according to the challenge
estimation [14]. The distance value d is a user-provided value,
and when challenges occur, network administers can modify
d according to the different challenge characteristics and en-
sure the traffic quickly circumvents the challenged area. We
have incorporated fallback mechanisms; when the generated
d-separated paths do not satisfy the application requirement,
OSPF is then used for further routing decisions.

We now present simulations using physical topologies in-
cluding Sprint [30], Level 3 [47], Internet2 [48], and TeliaSon-
era [49]. We use CBR (constant bit rate) traffic, sending from
each node to all the others at a data rate of one packet per sec-
ond. We carry out the simulation once for each topology since
there is no randomness because of CBR traffic. There are three
area-based deterministic challenges we have simulated. From
20 to 40 s, the challenge occurs around Los Angeles, from 60 to
80 s in Kansas City, and the last challenge occurs in New York
City from 100 to 120 s. The challenge locations come from
the flow robustness analysis [14], and our challenge duration
time is set as 20 s. We choose these different challenge areas
so that the most vulnerable area is around Kansas City, due to
its high betweenness as a major fibre exchange point in the US.
The next damage area is around New York City. While it does
not have many high-betweenness nodes, the network is dense
and more nodes are challenged in a given radius. The least
vulnerable area is around Los Angeles. The radii of the three
challenge areas are 300 km. By assuming the correct estimation
of the challenge radius and position, we compare our protocol’s
performance with standard OSPF in terms of the PDR (packet
delivery ratio) as well as delay. Packet delivery ratio is the ratio
of packets delivered divided by total packets sent, while delay is
the time it takes for the data packet to travel end-to-end. We use
the same challenge areas throughout all the topologies for ease
of comparison. The iWPSP heuristic is used in the GeoDivRP
for calculating the geodiverse paths. MLW achieves the same
PDR and delay result as iWPSP when the links are carefully
modified to guarantee the distance d-separation of the paths cal-
culated. Since ns-3 is an event-driven network simulator and the
algorithm execution time is not included in the simulation time,
the delay in ns-3 for both the iWPSP and MLW is the same.

The Sprint physical network contains 77 nodes and 114 links.
The PDR result for the Sprint network is shown in Figure 16a.
We compare the performance of our GeoDivRP with standard
OSPF. The second challenge in the Kansas City area occurs at
60 s and GeoDivRP shows substantial performance improve-
ment compared to OSPF. The PDR of OSPF drops to 75% and
it takes 10 s to converge while the time for the GeoDivRP is
within one second and the PDR only drops by 2%. The paths
calculated by the GeoDivRP to bypass the challenge is shown in
Figure 17. The red circle shown in this figure is the challenge
area. The last challenge occurs from 100 s to 120 s and the
difference in the PDR between OSPF and GeoDivRP is small,
only about 1%. This is because the challenge in New York City

Figure 17: Sprint topology under regional challenges

Figure 18: Level 3 topology under regional challenges

has little effect on the connectivity of the overall topology. The
PDR for OSPF drops by about 1%, it takes 10 s to recover, and
there is no noticeable PDR drop for our protocol. The first chal-
lenge happens at 20–40 s and there is no noticeable PDR drop
for both of the protocols. This is due to the same reason as in
New York City but the loss of the PDR to both the GeoDivRP
and OSPF is even less.

The delay analysis for the Sprint network is shown in Fig-
ure 16b. The reason that OSPF shows a lower delay when the
network is under challenge compared to the GeoDivRP is be-
cause most of the data packets during the challenge have been
dropped and the lost packets are not counted as delay. This
is why there is a delay drop for OSPF before converging. Con-
sider the first challenge in Figure 16b: the delay for OSPF drops
from 20 to 30 s due to the packet losses, while the GeoDivRP
converges and calculates geodiverse paths during that period of
time and shows 1 s higher in delay. However, the extra delay
is caused by an extra path stretch due to routing packets around
the challenged area. We also notice a delay bump for OSPF
right after the challenge is finished. For example, from 40 to
50 s, there is an increase in delay for OSPF. The same happens
at 80–90 s, and 120–130 s. This is because OSPF needs to con-
verge again after the topology has recovered from the challenge.
In contrast, for our protocol, the convergence time is still one
second and no noticeable delay increase is recorded.

The Level 3 physical network contains 99 nodes and 132
links. The PDR for the Level 3 network is shown in Figure 16c.
Since Level 3 shares geographical similarities to the Sprint net-
work, we observe a similar PDR result. The challenge in the
Kansas City area reduces the PDR for OSPF significantly; it is
even greater than for Sprint. This is because the Level 3 net-
work lacks some of the nodes and links from Seattle to Chicago
and the challenge around the Kansas City area causes more
damage to the overall connectivity. As shown in Figure 18 us-
ing the Level 3 network, the similar challenge location as from
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(c) Level 3 PDR under area-based challenges
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(d) Level 3 delay under area-based challenges
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(e) Internet2 PDR under area-based challenges
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(f) Internet2 delay under area-based challenges

P
D

R

Simulation Time [s]

TeliaSonera GeoDivRP

TeliaSonera OSPF

0.0

0.2

0.4

0.6

0.8

1.0

0 20 40 60 80 100 120 140 160

(g) TeliaSonera PDR under area-based challenges
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Figure 16: PDR and delay result under area-based challenges
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the Sprint network has caused more nodes and links to fail. The
delay case for the Level 3 network is similar to the Sprint net-
work as shown in Figure 16d.

The Internet2 physical network is a smaller research network
with only 16 nodes and 24 links. The PDR for the Internet2
network is shown in Figure 16e. The challenged PDR and de-
lay show a similar trend. The first challenge does damage to the
network connectivity and GeoDivRP converges within one sec-
ond. The second challenge in Kansas City area causes OSPF to
drop around 10% in the PDR and takes 10 s to converge and re-
turn the PDR to normal. The Los Angeles challenge has small
impact on the network similar to the Sprint case. The delay
analysis for the Internet2 network is shown in Figure 16f. For
the same reason, OSPF shows a smaller delay compared to that
of the GeoDivRP during challenges from 20 to 30 s, 60 to 70 s,
and 100 to 110 s.

The TeliaSonera physical network contains 18 nodes and 21
links. The PDR for TeliaSonera is shown in Figure 16g. The
second challenge at Kansas City area drops the PDR for OSPF
to around 50%. This significant drop is caused by two reasons.
First, the Kansas City node connects multiple nodes between
the east and west coast. Second, the TeliaSonera network is
very sparse so the damage from the Kansas City node is greater
than that for the other networks. However, GeoDivRP recovers
from the damage in only one second and limits the PDR drop
within 1%. The PDR case for both the first and third challenges
are similar. At the same time, OSPF drops about 1% of the
total packets and recovers only after 10 s. The delay analysis
is shown in Figure 16h. OSPF shows a smaller delay during
challenges since the dropped packets are not counted for delay
analysis. We notice that the delay increases after the challenge
for OSPF at 80–90 s is larger than other challenge locations as
well as the same challenge location in other topologies. This
is because OSPF is using a path with more path stretch before
convergence.

7. Conclusion and future work

We have proposed the path geodiversification mechanism
and the global graph resilience metric cTGGD to characterise
the geographical diversity for different physical topologies. We
have verified its effectiveness in representing the geographical
path diversity of a given topology. We have proposed a network
vulnerability area identification mechanism and verified its ef-
fectiveness in identifying vulnerable areas in different physical
network topologies. We have also implemented GeoDivRP that
is capable of calculating and selecting single or multiple geo-
graphically diverse paths to meet the requirements from higher
network layers. We have demonstrated its efficiency in routing
around the challenged area and its improvement in both packet
delivery ratio and delay compared to OSPF. We have also anal-
ysed how attackers could maximise the attack impact using a
fixed budget with knowledge of the network structure and im-
prove the effectiveness of restoration plans.

We have proposed two geodiversity heuristics to efficiently
solve the path geodiverse problem (PGD): iWPSP (iterative
WayPoint Shortest Path) and MLW (Modified Link Weight).

We have implemented both of the heuristics in ns-3 and demon-
strated the effectiveness of the heuristics in calculating and
choosing different geographically diverse paths. It meets re-
silience requirements from the higher layers and shows better
efficiency in routing data traffic around the challenged area.
GeoDivRP shows significant improvement in both packet de-
livery ratio compared to OSPF with only 1 ms more delay on
average. The two heuristics for GeoDivRP use different mech-
anisms to calculate geodiverse paths. By carefully modifying
the link weights, the MLW is capable of providing one geodi-
verse path using one iteration of Dijkstra’s algorithm. However,
it is difficult to provide solutions when the paths required are
for node pairs around a topology boundary, and the choice of a
link weight needs to be carefully considered for different net-
works. On the other hand, the iWPSP requires one more run
of Dijkstra’s algorithm for each geodiverse path than the MLW;
therefore, it takes a bit more time to execute and solve the PGD
problem. However, by carefully selecting the waypoint node
and the parameters d and δ, different topologies are similar and
the iWPSP works better than the MLW when dealing with node
pairs near topology boundaries.

For future work, we plan to implement these two heuristics in
a testbed to emulate their effectiveness in real-world routers and
examine the mechanisms to incorporate our geodiverse routing
protocol into the current Internet. We will extend this work
to analyse how the geographic multipath mechanism improves
flow robustness. Furthermore, we will incorporate our proto-
col with ResTP (resilient transport protocol) to test the protocol
stack and analyse the protocol performance with multiple geo-
diverse paths. We propose to fully analyse the relative benefits
of the two heuristics and enable the GeoDivRP to automatically
choose different heuristics in different network topologies. As
for the resilience metric cTGGD, we plan to compare it against
popular graph metrics in detail.
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