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Egemen K. Çetinkaya, Dan Broyles, Amit Dandekar, Sripriya Srinivasan, James P. G. Sterbenz
Information and Telecommunication Technology Center, The University of Kansas

Lawrence, Kansas, USA
{ekc, dbroyl01, dandekar, sripriya, jpgs}@ittc.ku.edu

Abstract—Communication networks have evolved tremen-
dously over the past several decades, offering a multitude of
services while becoming an essential critical infrastructure in our
daily lives. Networks in general, and the Internet in particular
face a number of challenges to normal operation, including
attacks and large-scale disasters, as well as due to the char-
acteristics of the mobile wireless communication environment.
It is therefore vital to have a framework and methodology
for understanding the impact of challenges to harden current
networks and improve the design of future networks. In this
paper, we present a framework to evaluate network dependability
and performability in the face of challenges. This framework
uses ns-3 simulation as the methodology for analysis of the
effects of perturbations to normal operation of the networks,
with a challenge specification applied to the network topology.
This framework can simulate both static and dynamic challenges
based on the failure or wireless-impairment of individual com-
ponents, as well as modelling geographically-correlated failures.
We demonstrate this framework with the Sprint Rocketfuel and
synthetically generated topologies as well as a wireless example,
to show that this framework can provide valuable insight for the
analysis and design of resilient networks.

Keywords-Internet resilience, survivability, dependability, per-
formability; challenge, attack, disaster, correlated failure; net-
work topology, critical infrastructure; ns-3 simulation, modelling

I. INTRODUCTION AND MOTIVATION

Communication networks have evolved tremendously over
the past several decades, offering a multitude of services while
becoming an essential critical infrastructure in our daily lives.
While this evolution is still progressing, user expectations
from these networks increases in terms of performance and
dependability. On the other hand, achieving fully resilient
networks is practically impossible, in part due to cost con-
straints, and therefore networks experience disruptions. We
define resilience as the ability of the network to provide and
maintain an acceptable level of service in the face of various
faults and challenges to normal operations [1]; resilience
is a discipline that subsumes survivability, fault tolerance,
disruption tolerance, dependability, and performability.

Understanding network behaviour under perturbations can
improve today’s networks performance, as well as lead to
more resilient and survivable future networks. Therefore, it
is essential to have a through understanding of the network
behaviour when exposed to challenges, such as component
failures, attacks, large-scale disasters, and effects of the mobile

wireless communication environment.
Understanding network disruptions and their cause is crucial

for planning and designing the networks. Some challenges to
the network are inherent in the communication environment, in
particular the weak connectivity of wireless channels and the
dynamic behaviour due to mobility. Attacks against the net-
work are frequent, and there are also challenges caused by acts
of nature such as hurricanes and solar storms. Additionally,
networks are built by humans and are not completely resilient
due to design flaws and cost constraints. The redundancy
and diversity that increase resilience add to the cost of the
network. Therefore, we need to understand the challenges
that are inherent in the communication environment, and their
impact on network operation and the service delivered to users.

We cannot thoroughly study the effects of challenges in live
networks without impacting users. Testbeds are useful, but
do not provide the scope and scale necessary to understand
the resilience of large, complex networks, although progress
is being made in this direction [2]. Simulations arguably
provide the best compromise between tractability and realism
to study challenges that are inherent in the communication
environment, however this is nontrivial [3].

In this paper, we present a framework to understand the
network behaviour when faced by challenges to communica-
tion networks. Different forms of challenges impose varying
impacts, therefore they need to be modelled accordingly. As
a result, we present models to represent the various forms of
challenges and present example simulation results of network
performance when exposed to examples of such challenges.

The rest of the paper is organised as follows: We present
challenges in communication networks and categorise them in
Section II. The evaluation methodology and implementation
of challenge models are presented in Section III, followed by
the demonstrative results in Section IV. Lastly, we summarise
our findings as well as propose future work in Section V.

II. NETWORK CHALLENGE MODELS

A challenge is an event that impacts normal operation [1]. A
challenge triggers faults, which are the hypothesised cause of
errors. Eventually, a fault may manifest itself as an error. If the
error propagates it may cause the delivered services to fail [4].
Challenges to the normal operation of networks include un-
intentional misconfiguration or operational mistakes, mali-
cious attacks, large-scale natural disasters, and environmental
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challenges [1], [5]. Network challenges can be categorised
based on intent, scope, and domain they impact. The network
challenge taxonomy used for the simulation framework is
shown in Figure 1.
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Fig. 1. Taxonomy of network challenges

It is essential to differentiate the challenges exposed and
understand their impact. Next, we present the modelling of
various challenges, for this paper grouped into three coarse
categories: intent, scope, and domain.

A. Challenge Models Based on Intent

We model the challenges based on the intent as non-
malicious or malicious. Non-malicious challenges can be due
to incompetence of an operator (e.g. accidental fiber cut, mis-
configuration of network resources) or designer (e.g. hardware
or software faults eventually causing a node or a link to fail).
These random events affect node and link availability, and
result in the majority of the failures observed [6]–[8]. On the
other hand, malicious attacks, orchestrated by an intelligent
adversary, target specific parts of a network and can have
significant impact if critical elements of the network fail.

B. Challenge Models Based on Scope

Scope of a challenge can be further categorised based on
nodes, links, or network elements affected within a geographic
area. While node and link failures can impact a single or
multiple network elements, area-based challenges usually af-
fect multiple network elements. Natural phenomenon that are
geographically correlated can impact quite large areas. Hurri-
canes, earthquakes, and solar storms are examples of natural
disasters that can impact the network at a large scale [9]–[11].
Furthermore, geographically correlated failures can be due
to dependency among the critical infrastructures, as recently
experienced in the 2003 Northeast blackout in the US [12],
[13].

C. Challenge Models Based on Domain

Networks have quite different characteristics based on the
wired and wireless domain in which they operate. Communica-
tion network performance in the wireless domain is primarily

affected by the mobility of the nodes and the impairments
caused by the wireless medium. The challenges that are
inherent in the wireless domain include weakly connected
channels, mobility of nodes in an ad-hoc network, and un-
predictably long delays [5]. These are the natural result of
noise, interference, and other effects of RF propagation such
as scattering and multipath, as well as the mobility of wireless
nodes. Furthermore, weather events such as rain and snow
can cause the signals to attenuate and impairs the wireless
communication network [14]. Malicious nodes may jam the
signal of legitimate users to impair communication in the open
wireless medium.

While the above-mentioned challenge models are orthog-
onal to each other, challenge scenarios are a combination of
challenge sub-categories. For example, a failure due to natural
aging of a component can be categorised as a non-malicious,
wired (or wireless), node failure.

III. SIMULATION FRAMEWORK

In this section, we present our simulation framework to
evaluate the resilience of network topologies when subject to
a variety of challenges.

A. Methodology Overview

Simulation via abstraction is one of the techniques to
analyse networks in a cost-effective manner. We have chosen
the ns-3 [15] network simulator since it is open source,
flexible, provides mixed wired and wireless capability (unlike
ns-2), and the models can be extended. Unfortunately, the
simulation model space increases multiplicatively with the
different number of challenges and network topologies being
simulated. Hence, for n different topologies subjected to c
different challenges, n × c models have to be generated and
simulated. The proposed framework decouples the challenge
generation from topologies by providing a comprehensive
challenge specification framework, thereby reducing the sim-
ulation model space to n + c. We have created an automated
simulation model generator that arbitrarily combines network
topologies and challenge specifications, thus increasing the
efficiency of simulation generation. Our simulation framework
consists of four distinct steps as shown in Figure 2.

The first step is to provide a challenge specification that
includes the type of the challenge and specifics of the chal-
lenge type. The second step is to provide a description of the
network topology, consisting of node geographical or logical
coordinates and an adjacency matrix. The third step is the
automated generation of ns-3 simulation code based on the
topology and challenge descriptor. Finally, we run the simula-
tions and analyse the network performance under challenge
scenarios. Additionally, the simulation framework can also
be enabled to generate ns-3 network animator (NetAnim)
traces for visualisation purposes. A NetAnim screenshot of
Rocketfuel [16] inferred Sprint backbone network topology of
27 nodes and 68 links is shown in Figure 3.
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Fig. 2. Framework flow diagram

Fig. 3. NetAnim screenshot of inferred Sprint topology

B. Implementation of Challenge Models

Modelling and simulating network performance under chal-
lenge conditions is non-trivial [3]. There have been several
studies that analyse different aspects of networks under chal-
lenges, however to the best of our knowledge, this is the first
unified framework that models a wide range of challenges.

1) Non-malicious challenges: In the case of wired domain
challenges in this category, the number of nodes or links k and
challenge period is specified in the challenge specification file.
This type of challenge models failures that are uncorrelated
with respect to topology and geography, e.g. random node
and link failures. Network topologies faced by random node
or link failures have been studied [17], [18].

2) Malicious attacks: We use topological properties of the
graph in order to determine the critical elements in the network
such as the degree of connectivity of nodes and betweenness
of nodes and links (betweenness is the number of shortest
paths through a particular element [19]). The critical nodes or
links are shut down for the duration of the challenge period.
Topological characteristics of the networks have been studied
under attacks based on degree of connectivity and betweenness
centrality of the nodes and links [20]–[23].

3) Large-scale disasters: The challenge specification for
area-based challenges is an n-sided polygon with vertices
located at a particular set of geographic coordinates or a circle
centered at a user specified coordinates with radius r. The
simulation framework then determines the nodes and links
that are encompassed by the polygon or circle, and disables
them during the challenge interval. We use the Computational
Geometry Algorithms Library (CGAL) [24], which is an open
source library with efficient geometric algorithms implemented
in C++. We also implement dynamic area-based challenges, in
which challenge area can evolve in shape over time: scale (ex-
pand or contract), rotate, and move on a trajectory during the
simulation. Large-scale regional failure scenarios previously
only have been modelled as a static circle [25] for evaluating
the performance of path restoration after a failure. Examples
of the need to simulate arbitrary polygons are to model large-
scale power blackouts and large-scale natural disasters such as
hurricanes.

4) Wireless challenges: To simulate challenges in wireless
domain, we create a new propagation loss model that includes
a mobility model parameter and range of influence. Using
these parameters, the user can specify where the loss takes
place and how it moves over time. In this way, we model
a realistic challenge instead of relying solely upon statistical
methods. Unlike signal loss due to scattering and line-of-sight
obstacles, jammers can cause radio channel interference that
increase channel noise and reduce the signal to noise ratio
that is critical to a receiver’s ability to discern the data bits
correctly. We implement a jammer module that sends high
power signals with high data rate packets continuously on
the same channel. A toolkit was previously implemented in
ns-2 for simulating obstacles, however it lacks jammers and
impairments [26].

IV. EXAMPLE SIMULATIONS

In this section, we apply our challenge framework and
evaluation methodology to sample topologies to demonstrate
the utility of this approach. The ns-3 simulation parameters are
as follows: The network is composed of bidirectional wired
links with 10 Mb/s bandwidth and 2 ms transmission delay.
Routing is accomplished using the Dijkstra shortest path first
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algorithm, recalculated at each time step, with reconvergence
delay as a simulation parameter. The traffic is constant bit rate
(CBR) at 40 kb/s between every node pair, with 1000 Byte
packets. These parameters are chosen such that there is no
congestion under normal operation, but the network is not
significantly over-provisioned so that we will see the effect of
node and link failures. We measure the network’s performance
under challenges in terms of packet delivery ratio (PDR).

A. Non-malicious and Malicious Challenges

First, we evaluate the performance of three separate topolo-
gies shown in Figure 4 under the presence of malicious and
non-malicious challenges. The topologies we choose are the
Sprint inferred topology (Figure 4a) and two synthetic topolo-
gies (Figure 4b and 4c). The synthetic topologies are generated
using the KU-LoCGen topology generation tool [27], [28].
KU-LoCGen generates topologies with geographic constraints
and places links between nodes using the modified Wax-
man [29] model. The resulting synthetic topologies have the
same number of nodes at the same geographic locations as
the inferred Sprint topology, however the number of links
and connectivity of the nodes differ. The two synthetic graphs
chosen for this paper consist of a richly connected and poorly
connected topology to demonstrate the range of robustness
results from this simulation framework. The graph character-
istics of three topologies are presented in Table I.

TABLE I
TOPOLOGICAL CHARACTERISTICS OF SAMPLE NETWORKS

Network Topology Sprint Synthetic 1 Synthetic 2
Number of nodes 27 27 27
Number of edges 68 74 68
Maximum degree 12 9 10
Average degree 5.04 5.5 5.04
Clustering coeff. 0.43 0.29 0.38
Network diameter 6 4 6
Average hopcount 2.44 2.2 2.9
Node betweenness
(max/min/avg) 144/28/72 76/2/36.8 302/2/269.9
Link betweenness
(max/min/avg) 72/2/12.6 31/1/10.5 140/1/14.9

We evaluate the performance of the sample topologies under
the presence of malicious and non-malicious challenges with
the PDR of the network shown in Figure 5 for link failures
and in Figure 6 for node failures with up to 10 links or
nodes down. We measure the instantaneous PDR at the steady-
state condition during the challenges for each point. We also
note that for random failures, we averaged the results over
100 runs. For malicious challenges (betweenness or degree of
connectivity), first we calculate the betweenness (or degree of
connectivity) for each network element in the topology, and
provide the challenge file as the list of the elements to be
brought down.

Figure 5 shows the PDR during the link perturbations
to Sprint inferred (Figure 5a), synthetic 1 (Figure 5b), and
synthetic 2 (Figure 5c) topologies respectively. We evaluate
the PDR during link failures for two cases: 10 random link

failures and an attack using the 10 highest ranked links based
on link betweenness values. Except for the synthetic topology
1, link attacks have more degrading impact than the random
failures. The PDR of 100% for both random and attack cases
for the synthetic 1 topology (Figure 5b) can be attributed to
this topology’s lower average hop count, network diameter,
clustering coefficient, and higher average degree. The synthetic
topology 1 also has six more links compared to the other two
topologies: 74 vs. 68. On the other hand, the link attack on
highest betweenness link for synthetic topology 2 results in a
PDR drop to 60%. Visual inspection of synthetic topology 2
(Figure 4c) clearly identifies the link cut between the central
and west US is the cause of such high drop since the network
partitions after the link failure. We can also infer the same
conclusion by examining the link betweenness of synthetic
topology 2 in Table I, in which this link has 140 shortest
paths.

The performance of sample topologies against non-
malicious and malicious node perturbations is shown in Fig-
ure 6. We evaluate the PDR during node failures for three
cases: 10 random node failures, attack of 10 highest ranked
nodes based on betweenness, and attack of 10 highest ranked
nodes based on degree of connectivity. Figures 6a, 6b, and 6c
show that node failures are worse than link attacks or failures,
since each node failure is equivalent of the failure of all
links incident to that node. Our results indicate that attacks
launched with knowledge of the network topology can cause
the most severe degradation. We can also infer the trade-off
between robustness and cost of building topologies using our
framework.

B. Area-based Challenges

As previously discussed, our framework uses circles or poly-
gons to model geographically correlated failures representative
of large-scale disasters needed for network survivability [5],
[30]. Area-based challenges in our model can be stationary
or evolving in time. Next, we present the results of three
scenarios that demonstrate area-based challenges that evolve
spatially and temporally. In all scenarios, as shown in Figure 7,
we use the Rocketfuel inferred Sprint topology as shown in
Figure 4a. Application traffic is generated from 2 to 29 sec.
and challenge scenarios were applied from 10 until 22 sec. for
the performance plots as shown in Figure 8.

1) Scaling circle: To demonstrate a scaling circle area-
based challenge scenario, we simulate a circle centered at
(−74.00 ◦, 40.71 ◦), in New York, USA as shown in Figure 7a,
with a radius of 1 ◦ (approximately 111 km). We choose
the scenario to be representative of an electromagnetic pulse
(EMP) attack [31]. The PDR is shown in Figure 8a. We choose
the simulation parameters such that the radius doubles in every
4 sec. As can be seen, the PDR reduces as the circular area
doubles. The PDR drop depends on how many nodes and links
resides in the each step.

2) Moving circle: Next, we demonstrate an area-based
scenario that can evolve spatially and temporally. We simulate
a moving circle in a trajectory from Orlando, USA (−81.37 ◦,
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(a) Sprint inferred topology (b) Synthetic topology 1 (c) Synthetic topology 2

Fig. 4. Sample topologies for evaluation of node and link failures
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(a) Sprint inferred topology
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(b) Synthetic topology 1
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(c) Synthetic topology 2

Fig. 5. PDR during non-malicious and malicious link perturbations
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(a) Sprint inferred topology
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(b) Synthetic topology 1
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(c) Synthetic topology 2

Fig. 6. PDR during non-malicious and malicious node perturbations

28.53 ◦) to New York, USA (−74.00 ◦, 40.71 ◦). Three snap-
shots of the evolving challenge are shown in Figure 7b. The
radius of the circle is kept at 2 ◦ (approximately 222 km). We
choose the simulation parameters for illustration such that the
circle reaches NY in seven seconds (to constrain simulation
time), with route recomputation every 3 sec.

As shown in Figure 8b PDR reduces to 93% as the challenge
starts only covering the node in Orlando at 10 sec. As the
challenge moves towards NY in its trajectory, the PDR reaches
one at the 13 sec. In this case, the challenge area includes only
the link between Orlando and NY, but since there are multiple
paths a single link failure does not affect the PDR, showing
that diversity for survivability is crucial [1]. As the challenge
moves into the northeast US region at 16 sec., the PDR drops

to 66% as the challenge covers several nodes and links. The
simulation shows that as the circle moves out of the more
crowded region of the network, the PDR improves, until the
challenge is ended at the 22 sec.

3) Scaling polygon: Polygons are useful to model specific
geographic challenges such as power failures. For a scaling
polygon example, we show a 6-sided irregular polygon in the
Midwest region of the US, roughly representative of the North
American Electric Reliability Corporation (NERC) Midwest
region [31], with vertices at: [(−87.91 ◦, 43.04 ◦), (−89.09 ◦,
42.27 ◦), (−89.64 ◦, 39.8 ◦), (−88.54 ◦, 39.12 ◦), (−88.24 ◦,
40.12 ◦), (−87.65 ◦, 41.85 ◦)] as shown in Figure 7c.

The PDR throughout the simulation is shown in Figure 8c.
In this scenario, the edges of the irregular polygon increase 1.8
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(a) Scaling circle (b) Moving circle (c) Scaling polygon

Fig. 7. Area-based challenge scenarios
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Fig. 8. PDR during area-based challenges

times every three sec. At 10 sec. the challenge affects 16 links,
which causes the PDR to drop to 65%. The PDR then increases
to 93%, even though more links and nodes are affected at 13
sec. because of route reconvergence. As the polygon increases
in size, the PDR drops to as low as 41%, because the challenge
area partitions the network at 21 sec. This type of scenario
can be used either to understand the relationship between the
area of a challenge and network performability, or to model
a temporally evolving challenge, such as a cascading power
failure that increases in scope over time.

C. Wireless Domain Challenges

Wireless challenges are modelled as jammers and impair-
ments in our ns-3 framework as discussed in Section III.
In this section, we present a scenario that combines both
types of challenges. In this scenario, a jammer node and
impairment move as shown in Figure 9. The sender is located
at coordinate (300,0), the receiver is located at (0,0), and the
jammer node is located at (-100,0). During the simulation the
impairment sweeps across the wireless network from left to
right horizontally.

jammer

impairment

receiver sender

100 m

hop 1 hop 2

Fig. 9. Jammer and impairment combined scenario

The performance result of the above scenario is shown in
Figure 10. In this scenario, the jammer is set up so that it will
cause 70% packet loss for the legitimate traffic between the
sender and the receiver. As the impairment sweeps horizon-
tally, the PDR changes accordingly. In the region when the
impairment affects the jammer node, 100% PDR is achieved
between the sender and the receiver. As the impairment affects
the receiver or sender, the PDR drops to 0%.
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Fig. 10. PDR for wireless challenge scenario

It should be noted that for the wireless domain challenges, a
jammer’s mobility pattern can cause either random or targeted
attacks, depending on intentional placement near a critical
node vs. a jammer with a random mobility pattern.
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V. CONCLUSIONS AND FUTURE WORK

Understanding the challenges faced by the networks that
are inherent in the communication environment is crucial for
understanding the network behaviour. We presented modelling
of these challenges and how they can be categorised. Also, we
presented a comprehensive framework to evaluate the network
performance when faced by realistic stationary or evolving
challenges that can spatially or temporally change, which
separates network topology from challenge specification. Our
results indicate the network performance varies depending on
the type and severity of the challenge applied. On the other
hand, these results validate our methodology.

This paper has concentrated on illustrating the basic func-
tionality of our challenge framework to demonstrate its utility
in understanding network resilience. Future work will consist
of applying this framework to a variety of real and synthetic
wired, wireless, and mixed topologies to better understand the
resilience of existing and future networks. Furthermore, we
will begin to apply this methodology to a large-scale testbed
with emulated challenges, using the GpENI (Great Plains
Environment for Network Innovation) [2] testbed.
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